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5 Out-of-Sample Forecasting

This section evaluates the out-of-sample predictability of our ordered probit models for the interest

rate setting behavior in China. Predicting the PBC’s revision decisions on these rates provides

crucially useful information not only to financial market participants but also entrepreneurs who

make important investment decisions.

We first implement our exercises by a recursive method with the first half of the observations as

the split point. The recursive forecasting approach begins with a memory window of 2000:III from

the beginning point. That is, we start calculating one-period ahead forecast on the policy variable

(C, S, and H) using first 53 observations. Then adding the 54th observation, we re-estimate and

formulate the forecast of the next policy outcome with this expanded set of observations. We

continue to do this until we forecast the last policy action in 2013:III using the full sample data

from 1987:I to 2013:II.

As is well-known, the recursive forecasting strategy may not perform well if there are structural

changes in the underlying data generating process. Put it differently, if regime changes occur some

time during the early period of analysis, then including earlier data in the estimation could reduce

the forecastability of our model. To address this possibility, we also employ a fixed rolling window

approach described as follows.

Here we begin with the same initial 53 observations. After estimating and predicting the first

policy action, we add the 54th observation, but drop the 1st observation, thereby retaining an

updated 53-observation estimation window, which is used to produce the next policy outcome. We

repeat this procedure until we forecast the last policy outcome variable using the last sample set

of 53 observations.

We report calculated out-of-sample probabilities of cuts and hikes in Figures 8 and 9, for the

lending rate and the deposit rate, respectively. Realized C and H policies are also reported in bar

graph.

We note that the rolling window method performs better than the recursive method in our

experiment. The probability of a cut increases faster with the rolling window scheme. Similarly,

the probability of a hike rises rapidly reaching almost 100% with the rolling window, while the

highest probability with the recursive method was below 50%. We observed similar out-of-sample
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forecast performances for the deposit rate. These findings suggest that some changes, either gradual

or abrupt, have occurred to the PBC’s interest rate setting behavior. In Figures 3 and 4, we noted

that inflation and money growth coefficients decreased steadily, which might have been caused

by relatively moderate movements of macroeconomic variables including inflation (see Figure 2).

Also, as we can see in Figure 1, revisions to the benchmark interest rates have been quite modest

in absolute sizes compared with earlier adjustments. All these observations imply that the PBC is

moving toward the direction of fine-tuning the interest rate.

Figures 8 and 9 around here

6 Concluding Remarks

This paper estimates the response function of the PBC to changes in macroeconomic variables as

to revisions of their benchmark interest rates: the deposit rate and the lending rate. We employ

an array of constrained ordered probit models for quarterly frequency data from 1987 to 2013,

because the conventional least squares estimator for Taylor rule type models seems inappropriate

given inertial movements of these policy interest rates. Our preliminary analysis also justifies the

use of qualitative response models.

We find that the PBC’s interest rate setting behavior could be well-explained by discrete re-

sponses to changes in inflation and in money growth rate. Output gaps and the yuan appreciation

rate seem to play negligible and insignificant roles in determining revision decisions on these bench-

mark interest rates. We evaluated our models using an in-sample fit criteria, which demonstrated

fairly good performances. We also implemented out-of-sample prediction exercises, employing both

the recursive and the fixed rolling window schemes with initial 50% observations as a split point.

Our model performed fairly well especially when the fixed rolling window method is used.
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Table 1. Augmented Dickey-Fuller Test Results

ADFc ADFt

iLt −1.308 −2.721
iDt −1.162 −1.974
πt −3.845‡ −4.170‡

ỹQt −3.366† −3.363∗

ỹHt −4.313‡ −4.305‡

∆mt −4.149‡ −4.459‡

∆st −9.404‡ −9.594‡

Note: ADFc and ADFt denote the augmented Dickey-Fuller unit root test statistics
when an intercept is included and when both an intercept and time trend are present,
respectively. We select the number of lags by the general-to-specific rule with a max-
imum 12 lags and the 10% significance level. *, †, and ‡ denote rejections of the unit
root null hypothesis at the 10%, 5%, and 1% significance level, respectively.
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Table 2. Linear Taylor Rule Coefficient Estimations: Lending Rates

Long-Run Coefficients

πt−1 0.166(0.024) 0.165(0.025) 0.171(0.027) 0.171(0.028)
ỹt−1 −0.004(0.026) −0.003(0.027) −0.008(0.028) −0.008(0.029)
∆mt−1 n.a. 0.002(0.016) n.a. 0.002(0.016)
∆st−1 n.a. n.a. 0.004(0.009) 0.004(0.009)

Short-Run Coefficients with Interest Rate Smoothing

πt−1 0.037(0.007) 0.036(0.007) −0.038(0.008) −0.037(0.008)
ỹt−1 −0.002(0.007) −0.001(0.007) −0.003(0.007) −0.002(0.007)
∆mt−1 n.a. 0.001(0.004) n.a. 0.001(0.004)
∆st−1 n.a. n.a. 0.001(0.002) 0.001(0.002)
it−1 0.904(0.023) 0.903(0.023) 0.903(0.023) 0.903(0.023)

Note: Standard errors are in parenthesis. Output gap is the HP cyclical component.
Using the quadratically detrended gap yields qualitatively similar results. All results
are available upon request.

Table 3. Linear Taylor Rule Coefficient Estimations: Deposit Rates

Long-Run Coefficients

πt−1 0.268(0.033) 0.264(0.043) 0.265(0.035) 0.262(0.036)
ỹt−1 0.009(0.018) 0.011(0.018) 0.001(0.018) 0.011(0.019)
∆mt−1 n.a. 0.015(0.023) n.a. 0.015(0.023)
∆st−1 n.a. n.a. −0.002(0.013) −0.002(0.013)

Short-Run Coefficients with Interest Rate Smoothing

πt−1 0.046(0.008) 0.045(0.008) 0.049(0.009) 0.048(0.009)
ỹt−1 −0.004(0.004) −0.004(0.004) −0.006(0.004) −0.005(0.004)
∆mt−1 n.a. 0.007(0.005) n.a. 0.008(0.005)
∆st−1 n.a. n.a. 0.004(0.003) 0.004(0.003)
it−1 0.923(0.020) 0.922(0.019) 0.924(0.019) 0.923(0.019)

Note: Standard errors are in parenthesis. Output gap is the HP cyclical component.
Using the quadratically detrended gap yields qualitatively similar results. All results
are available upon request.
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Table 4. Probit Model Estimations: Lending Rates

Model 1 Model 2 Model 3 Model 4

πt−1 0.289(0.077) 0.263(0.073) 0.290(0.090) 0.262(0.084)
ỹt−1 −0.006(0.060) 0.023(0.059) −0.006(0.071) 0.024(0.066)
∆mt−1 n.a. 0.063(0.034) n.a. 0.063(0.034)
∆st−1 n.a. n.a. 0.000(0.029) −0.001(0.027)
τL −0.793(0.145) −0.843(0.144) −0.793(0.145) −0.844(0.144)
τU 0.757(0.124) 0.797(0.139) 0.757(0.124) 0.797(0.139)

Note: Standard errors are in parenthesis. Output gap is the HP cyclical component.
Using the quadratically detrended gap yields qualitatively similar results. All results
are available upon request.

Table 5. Probit Model Estimations: Deposit Rates

Model 1 Model 2 Model 3 Model 4

πt−1 0.442(0.103) 0.399(0.096) 0.462(0.126) 0.418(0.118)
ỹt−1 −0.003(0.083) 0.049(0.086) −0.022(0.087) 0.031(0.095)
∆mt−1 n.a. 0.113(0.055) n.a. 0.113(0.055)
∆st−1 n.a. n.a. 0.015(0.034) 0.016(0.032)
τL −1.206(0.207) −1.321(0.229) −1.207(0.212) −1.320(0.232)
τU 1.208(0.184) 1.311(0.230) 1.207(0.186) 1.308(0.230)

Note: Standard errors are in parenthesis. Output gap is the HP cyclical component.
Using the quadratically detrended gap yields qualitatively similar results. All results
are available upon request.
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Table 8. In-sample Fit evaluations with Point Estimates and Standard Errors:
Lending Rate

Model 1 Model 2
Cut Stay Hike Cut Stay Hike

Cut predicted 6 8 0 6 9 0
Stay predicted 9 61 13 9 60 12
Hike predicted 0 5 3 0 5 4
Correct Prediction (%) 40% 82% 19% 40% 81% 25%
Overall Performance (%) 67% 67%

Model 3 Model 4
Cut Stay Hike Cut Stay Hike

Cut predicted 6 8 0 6 9 0
Stay predicted 9 61 13 9 60 12
Hike predicted 0 5 3 0 5 4
Correct Prediction (%) 40% 82% 19% 40% 81% 25%
Overall Performance (%) 67% 67%

Note: In-sample fit evaluations are based on the point estimates for the latent equation
coefficients and the threshold values adjusted by their standard errors. The inaction
band for this table is [τL + std(τL), τL − std(τL)].

Table 9. In-sample Fit evaluations with Point Estimates and Standard Errors:
Deposit Rate

Model 1 Model 2
Cut Stay Hike Cut Stay Hike

Cut predicted 4 5 0 5 7 0
Stay predicted 10 67 12 9 66 10
Hike predicted 0 5 2 0 4 4
Correct Prediction (%) 29% 87% 14% 36% 86% 29%
Overall Performance (%) 70% 71%

Model 3 Model 4
Cut Stay Hike Cut Stay Hike

Cut predicted 5 6 0 5 8 0
Stay predicted 9 66 12 9 65 10
Hike predicted 0 5 2 0 4 4
Correct Prediction (%) 36% 86% 14% 36% 84% 29%
Overall Performance (%) 70% 70%

Note: In-sample fit evaluations are based on the point estimates for the latent equation
coefficients and the threshold values adjusted by their standard errors. The inaction
band for this table is [τL + std(τL), τL − std(τL)].
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Figure 1. Interest Rates and Policy Actions
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Figure 2. Key Macroeconomic Covariates

Note: We use two measures of the output gap: quadratically detrended real industrial
production (solid) and the cyclical component of real industrial production(dashed)
by the Hodrick-Prescott filter. Two detrending methods produce similar output gaps.
Inflation is the quarterly change in the log CPI. The money growth rate denotes the
quarterly change in the log M1. The yuan appreciation rate is the quarterly change
in the log nominal effective exchange rate, which is a trade weighted average of the
nominal exchange rates of renminbi relative to a set of foreign currencies.
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Figure 3. Constancy of the Latent Coefficient Estimates: Lending Rate

Note: We recursively estimate the latent equation coefficients repeatedly beginning with
the initial half of the sample period, 1987:I to 2000:II, adding one more observation in
each round of estimations. Dashed lines are corresponding 95% confidence bands.
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Figure 4. Constancy of the Latent Coefficient Estimates: Deposit Rate

Note: We recursively estimate the latent equation coefficients repeatedly beginning with
the initial half of the sample period, 1987:I to 2000:II, adding one more observation in
each round of estimations. Dashed lines are corresponding 95% confidence bands.
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Figure 5. In-Sample Fit Performance of Probit Models: Lending Rate

Note: We calculate estimated in-sample probabilities for each policy action from the
model with the covariates (πt−1, ỹ

H
t−1,∆mt−1). Bar graphs indicate realized policy ac-

tions.
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Figure 6. In-Sample Fit Performance of Probit Models: Deposit Rate

Note: We calculate estimated in-sample probabilities for each policy action from the
model with the covariates (πt−1, ỹ

H
t−1,∆mt−1). Bar graphs indicate realized policy ac-

tions.
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Figure 7. Deviations from the Optimal Rate and Thresholds: Lending Rate

Note: We calculate deviations from the optimal interest rate (y∗t = i∗t − it−1) along
with the upper and lower threshold values (τU , τL) from the model with the covariates
(πt−1, ỹ

H
t−1,∆mt−1). Dashed lines are τU and τL point estimates and dotted lines are

their associated one standard deviation confidence bands.
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Figure 8. Out-of-Sample Forecast Performance: Lending Rate

Note: We calculate the one-period ahead out-of-sample forecast probability of each pol-
icy action using the model with the covariates (πt−1, ỹ

H
t−1,∆mt−1). Bar graphs indicate

realized events for each action. Out-of-sample forecasting is done with the recursive
method and the fixed rolling window method, both beginning with the first half obser-
vations (53 initial observations).
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Figure 9. Out-of-Sample Forecast Performance: Deposit Rate

Note: We calculate the one-period ahead out-of-sample forecast probability of each pol-
icy action using the model with the covariates (πt−1, ỹ

H
t−1,∆mt−1). Bar graphs indicate

realized events for each action. Out-of-sample forecasting is done with the recursive
method and the fixed rolling window method, both beginning with the first half obser-
vations (53 initial observations).
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