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ABSTRACT

This article presents global solutions to standard New Ksian models with a zero lower
bound (ZLB) constraint on the nominal interest rate. Rathan focus on specific sequences
of shocks, we provide the solution for all combinations afhteology and discount factor
shocks and a thorough explanation of how dynamics changssdtne state space. Our so-
lution method emphasizes accuracy to capture importardaaponal effects of going to and
returning from the ZLB, which commonly used solution methbdadsed on specific sequences
of shocks cannot capture. We focus on the New Keynesian mathelut capital, but we also
study the model with capital, with and without capital adijuent costs. Capital adds another
mechanism for intertemporal substitution, which streagththe expectational effects of the
ZLB and impacts dynamics even before the ZLB is hit. We alsduate how monetary policy
affects the likelihood of hitting the ZLB. A policy rule baden a dual mandate is more likely
to cause ZLB events when the central bank places greaterasigpim output stabilization.
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Figure 1: U.S. and Japanese interbank lending rates (leftlpand employment-to-population percentages (right
panel). Sources: Federal Reserve Board of Governors, Baldpan, U.S. Bureau of Labor Statistics, and OECD.

1 INTRODUCTION

In the aftermath of the financial crisis, aggregate demaithgtiarply. The Fed quickly responded
by lowering its policy rate to its zero lower bound (ZLB) byetend of 2008. Five years after the
crisis began, the Fed's target interest rate remains neaane the economy is below potential.

Figure 1shows the U.S. and Japanese interbank lending rate and yamgaid-to-population
percentage from 1995-2012. The U.S. policy rate (solid) lvees varied betweet 5 percent and
0 since 1995 and has been held befembasis points since the end of 2008. During this period,
the inflation rate has been at or below the Fed’s inflationetanghich led policymakers to shift
their focus from inflation to the real economy. The Bank ofatapharply lowered its policy rate
in 1990 (dashed line), reaching basis points in 1995. Since then it has remained betwes
50 basis points, while the employment-to-population peragatsteadily fell fron62 percent to
about57.5 percent. The Japanese economy slightly rebounded in th2@dids, but following the
financial crisis, the policy rate was cut and the employnmesgepulation percentage fell further.

Over the last two decades, the Japanese economy has enderai &conomic growth and
slight deflation. Their experience generated a significambuant of research on the effects of
the Bank of Japan’s zero interest rate poliBydun and Wak{(2006; Eggertsson and Woodford
(2003; Hoshi and Kashyaf2000; Krugman(1998; Poser(1998]. Many arguments for avoiding
the ZLB are motivated, in part, by the recent Japanese expsei

A practical criticism is that a low nominal interest rategigir may be misinterpreted by house-
holds. Bullard (2010 notes that attempting to stimulate the economy by promisinkeep the
interest rate at zero may backfire as inflation expectatioag fall rather than riseDel Negro
et al. (2012 argue that recent promises to remain at the ZLB for an ex@netriod have been
interpreted as a signal that the central bank believes theoaaic outlook has worsened. These ar-
guments suggest that people’s expectations significafidlgtahe policy outcomeSchmitt-Grohé
and Uribe(2012 show that when a central bank follows a Taylor rule, the egngnces of hitting
the ZLB may include moving to an undesirable low output/loWation equilibrium.

Any ZLB analysis is complicated by the occasionally bindbegstraint on the monetary policy
rule, which imposes a discontinuity in the policy functiofi$ie literature has employed a variety
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of techniques to address this problem. Many studies lagglize the equilibrium system, except
the monetary policy rule, and solve either the deterministddel or the stochastic model based on
specific sequences of shockhristiano et al(2011); Eggertsson and Woodfo@003; Gertler
and Karadi2011)]. In these setups, the duration of the ZLB event is predatezd. Extensions of
this work allow for stochastic ZLB events, but do not allow fecurring ZLB eventsBraun and
Waki (2006; Erceg and Lind€2010]. Braun and Korbef2011) solve the nonlinear model, but
use an extended shooting algorithm that still requiresigtassumptions about future shocks.

There are three main drawbacks with these solution tecksiqggirst, they violate theucas
(1976 critique, which says that if policy changes, it is impottemaccount for changes in expec-
tations when studying the effects of the new policy. The saqas of shocks often used are very
low probability events. Thus, when the ZLB is hit or contisue bind for several periods, the pol-
icy is virtually unaccounted for in the household’s exp&otss. This has important implications
for determinacy and dynamicRichter and Throckmorto(2013]. Second, using log-linearized
models creates the potential for large approximation srrBraun et al.(2012 andFernandez-
Villaverde et al.(2012 provide explicit examples of the mistakes resulting frayg-linearized
models evaluated at the ZLB. MoreovBraun et al(2012 argue that log-linearized models often
lead to incorrect inferences about existence of equilibriuniqueness, and local dynamics. Third,
these methods prohibit Monte Carlo simulations of the moabich are necessary to study the
conditional and unconditional probability distributioasross alternative model specifications.

Our paper avoids these problems by solving for the globalimear solution to standard New
Keynesian models that include an occasionally binding ZbBstraint on the nominal interest rate
in the monetary policy rulé.Rather than focus on specific sequences of shocks, we prthéde
solution for all combinations of technology and discoumrtéa shocks and a thorough explanation
of how dynamics change across the entire state space. @tiosahethod emphasizes accuracy to
capture important expectational effects of going to andrreéhg from the ZLB, which commonly
used solution methods based on specific sequences of staukstcapture.

In the variations of the New Keynesian model that we consierfind that episodes at the
ZLB are contractionary.In the entire region of the state space where the ZLB bindsiipe tech-
nology shocks, which would normally aid the recovery, hawetactionary effects, which sharply
contrasts with the findings @draun and Korbe(201]). At the ZLB, higher levels of technology
increase the real interest rate, lower employment, and eveakgregate demand, regardless of
whether technology or discount factor shocks drive the mamnterest rate to zero. While no one
believes interest rates fell to zero in December 2008 duestias of positive technology shocks,
our main interest is to learn how the economy reacts to tdoggshocks when the ZLB binds.

Much of the work on the ZLB uses models without capitalle focus on the New Keynesian

Recent papers that study the ZLB using global nonlineatiswis includeAruoba and Schorfheid@013; Basu
and Bundick2012; Fernandez-Villaverde et 42012); Gust et al(2012; Mertens and Rav(2013; Wolman(2005.
The paper closest to ours Fernandez-Villaverde et al2012), which calculates the conditional and unconditional
moments of ZLB eventdMolman(2005 shows that the real effects of the ZLB depend on the polityyand nominal
rigidities. Gust et al(2012) estimates the extent to which the ZLB constrained the aébémk’s ability to stabilize the
economy.Aruoba and Schorfheid@013 andMertens and Rav(2013 show how the ZLB affects fiscal multipliers
andBasu and Bundick2012 show that the ZLB magnifies the effect of uncertainty on aggte demand.

2There are some caveats to this conclusion. First, we hawexptititly modeled the Fed’s unconventional policies,
which seem to have kept deflation at bay. SecMiland (2012 uses structural VAR evidence to argue that these
unconventional dynamics did not occur following the 201rtheguake/tsunamiin Japan or the recent oil supply shocks.

3A notable exception i€hristiano(2004), which generalizeEggertsson and Woodfof@003 to include capital.



model without capital, but we also study the model with apivith and without capital adjust-

ment costs. Capital accumulation is a key feature becaugeeis households another margin to
smooth consumption, which strengthens the expectatidieaite of the ZLB and impacts dynam-

ics. Arbitrage implies that the real interest rate equaésekpected future rental rate of capital.
The sharp decline in demand when the ZLB binds leads to a skdygtion in the rental rate of

capital. Thus, the household places increasing weight a@warlrental rate as the ZLB nears,
which leads to a sharp decline in the real interest rate evetaies where the ZLB does not bind.
Models that do not account for the expectational effecthefaLB miss these dynamics. Capital
adjustment costs make investment less attractive as amgtisun smoothing mechanism, which
causes a greater reduction in consumption and a largeraser@ the real interest at the ZLB.
Therefore, the presence of capital adjustment costs ealhdhe expectational effects of the ZLB,
which alters dynamics in technology states that are evehdufrom the ZLB.

We also evaluate how monetary policy affects the likelihobeincountering the ZLB. A policy
rule based on a dual mandate is more likely to cause ZLB ewemes the central bank places
greater emphasis on output stabilization. The policiesrd@uce the likelihood of hitting the ZLB
also tend to deliver higher welfafeThe presence of capital increases the volatility of congionp
and the nominal interest rate, decreasing the frequencyBfeXrents for a given policy.

Section 2briefly describes the alternative modelSection 3describes the calibration and
solution procedure, argkctions 4hrough? present the results. These sections report the complete
model solutions across all technology and discount fadtoclks, the dynamics at the ZLB, the
likelihood of hitting the ZLB, and the welfare consequencEZLB events.Section 8concludes.

2 EcoNOMIC MODELS

This section presents three alternative models. The In@sspecification is a New Keynesian
model withRotemberg1982 price adjustment costs. Model 1 assumes stochastic mesésr
the discount factor and technology but does not includeaiapilodels 2 and 3 incorporate capital
accumulation into Model 1, and Model 3 also includes investtadjustment costs.

2.1 MoDEL 1: BASELINE Arepresentative household chooses sequefiges;, b, }:°, to max-
imize expected lifetime utility, given by,

EOZ@{logct—an}, €y
t=0

wherel/n is the Frisch elasticity of labor supply, is consumption of the final good, is labor
hours,5, = 1, andj; = Hle B; for t > 0. f; is a time-varying subjective discount factor that
evolves according to

i = B(Bi-1/5)"* exp(ep.i),

wheref is the stationary discount factor,< ps < 1, andeg,; ~ N(0, o—g). We normalize5_; = f3.
The representative household’s choices are constrained by

¢t + b+ 1= wing + re1biq /T + dy,

4Several papers discuss optimal policy with a ZLB constraitat provide analysis of the welfare losses at the ZLB
[Adam and Billi(2006 2007); Eggertsson and Woodfof@003; Jung et al(2005; Nakov(2008; Werning(2012)].
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wherer, = p,/p,_1 is the gross inflation ratey, is the real wagey, is a lump-sum taxj, is a one-
period real bondy; is the gross nominal interest rate, afydare profits from intermediate firms.
Solving the household’s utility maximization problem yislthe following optimality conditions

wy = XN, (2
1 =rE{B1(ce/civ1) /T ) €))

The production sector consists of monopolistically corntpetintermediate goods firms who
produce a continuum of differentiated inputs and a repttesea final goods firm. Each firm
i € [0,1] in the intermediate goods sector produces a differentigtedl, v, (i), with identical
technologies given by;(i) = zmn.(i), wheren,(7) is the level of employment used by firin z,
represents the level of technology, which is common acrass fand follows

2 = Z(21-1/%)°" exp(ezy),

wherez is steady-state technology, < p. < 1, ande., ~ N(0,02). Each intermediate firm
chooses its labor supply to minimize its operating casts, (i), subject to its production function.
Using aDixit and Stiglitz(1977) aggregator, the representative final goods firm purchaggs

units from each intermediate goods firm to produce the finatigg, = f y, (1) 0=1/0 g;]0/6-1)
wheref > 1 measures the elasticity of substitution between the irgdrate goods. MaX|m|Z|ng
profits for a given level of output ylelds the demand functfon intermediate inputs given by
ye(1) = (pe(3)/ps) ~%ys, Wherep, = f pi(1)'0di]/(=9) is the price of the final good. Following
Rotemberg1982), each firm faces a cost to adjustlng its price, which empzieasihe potentially
negative effect that price changes can have on customerdiationships. Using the functional
form in Ireland(1997), real profits of firm; are

. 1-6 . —0 . 2
. pt(Z)) (w(ﬂ) w( pe(i) )
d 1) = - \Il - 4 . _1 )
@) [( Dt ! Dt 2 \ - (1) o
wherey > 0 determines the magnitude of the adjustment c@stis real marginal costs, and
7 is the steady-state gross inflation rate. Each intermediatels firm chooses its price level,
p(7), to maximize the expected discounted present value of reéitpE; >, , A xdx(i), where
At = 1, Mesr1 = Bir1(ee/cyr)? is the stochastic pricing kernel between periodsd? + 1, and

A = H?:m Aj-1,. In a symmetric equilibrium, all intermediate goods firmskegéhe same
decisions and the optimality condition becomes

p(Z-1) =10 +00,+¢E, [At o (1) B2 @} (4)
T T T T Y
In the absence of price adjustment costs (he- 0), the real marginal cost of producing a unit of
output equalgé — 1)/6, which is the inverse of the firm’s markup of price over maagicost.

Each period, the fiscal authority finances a constant levelisdretionary spendingj, by
levying lump-sum taxes. The monetary authority sets paiyording to

re = max{1, 7(m /7*) " (y:/7) "},



wherer* is the inflation rate target ang, and¢, are the policy responses to inflation and output.

In this paper, the output gap is defined as the deviation gdududtom its steady state. We
use this measure because we believe policymakers, in tietshmedium term, assume potential
output grows at a relatively constant rate. Potential autpeasures are revised in the long run
following incoming information about shocks, but the résms occur well after the temporary
economic effects from sticky prices have dissipated. Inroadel, a positive technology shock
causes output to rise relative to its steady state and ilat fall. For our baseline calibration,
the lower inflation dominates the higher output leading toveelr nominal interest rate.

Alternatively, the output gap can be defined as the diffezdmetween actual output and the
level of output in the absence of nominal frictions. Undas tthefinition of the output gap, a
positive technology shock would result in a negative outpap because price frictions would
prevent actual output from rising as much as it would in thgilfle price economy. Thus, the
downward pressure on the nominal interest rate coming foswinflation would be reinforced by
the additional downward pressure coming from a negativpuigap.

The resource constraint is giveny+ g = [1 —o(m; /7 —1)? /2]y, = 4;, wherey, includes the
value added by intermediate firms, which is their output rmiquadratic price adjustment costs.
Equilibrium is composed of the household’s and firm’s optitpaonditions, the government’s
budget constraint, the bond market clearing conditipr=0), and the resource constraint.

2.2 MODEL 2: BASELINE WITH CAPITAL Models 2 adds capital accumulation to Model 1, but
assumes a constant discount factor. Assumiing; 3 for all ¢, the household chooses sequences
{ct, ki, ir, ne, b }72, to maximize () subject to

¢+ i+ b+ 1 =wmn + rfkt—l + ri_1be1 /T + d, (5)
b= (1= Ok + i (6)

wherei, is investmentk;, is the capital stock, and is the real capital rental rate. The representative
household’s optimality conditions includ®)( (3), and the consumption Euler equation, given by,

1= BEf(cr/cin)(rin +1-6)}. (7)

Each firm: € [0, 1] in the intermediate goods sector produces a differentgoed,y; (i), with
identical technologies given by (i) = z/k;_1(i)*n(i)'~*, wherek;(:) andn (i) are the levels
of capital and employment used by firin Every intermediate firm then chooses its capital and
labor inputs to minimize its operating cost§k; (i) +w;n (i), subject to its production function.
The firm pricing equation4), remains unchanged, except that the definition of the margiost
changes. The aggregate resource constraint is now giverby; + g = ;.

2.3 MODEL 3: MODEL 2 WITH CAPITAL ADJUSTMENT CosTs Model 3 adds capital adjust-
ment costs to Model 2. Followinging and Wolman(1996, the budget constraint becomes

e+ 1+ (i ki1 ) kemr + by + 70 = weny + Tfkt—l + re1byq /T + dy, (8)

SAlthough we set the lower bound on the policy rate equal to zéirese same unconventional dynamics would
occur if the bound was set to a small but positive value. Tlydkéhe existence of a lower bound, which prevents the
Fed from responding to inflation. This is important becatgeRed has not targeted a policy rate equal to zero.



Constant of Relative Risk Aversion

o 1 Inflation Target " 1.005
Frisch Elasticity of Labor Supply 1/n 3 Inflation Coefficient: MP Rule br 1.50
Elasticity of Substitution between Goods 6 6 Output Coefficient: MP Rule by 0.125
Steady State Government Spending Shareg/y 0.2 Stationary Technology z 1
Rotemberg Adjustment Cost Coefficient ) 58.25 Technology Persistence Pz 0.80
Leisure Preference Parameter X 4.507 Technology Shock Standard Deviation o2 0.012
Capital Depreciation Rate 1) 0.025 Stationary Discount Factor B 0.99
Cost Share of Capital «a 0.33 Discount Factor Persistence P 0.80
Capital Adjustment Cost 10} 5.6 Discount Factor Standard Deviation o3 0.0025

Table 1: Baseline calibration

where®(-) is a positive, increasing, and convex function that meastire cost of adjusting the
capital stock. We assum®(z) = ¢(x — §)?/2, where¢ measures the size of the adjustment
cost. There are alternative specifications of adjustmestsagsed in the literature. We chose this
specification because it does not add another state vateable model, which allows us to present
the entire model solution and easily compare the resulis fvimdel 3 to those from Model 2.
Once again, assuming = ( for all ¢, the household chooses sequengesk:, i, n:, b }2,
to maximize () subject to 8) and @). Optimality yields an equation for Tobing and a new
consumption Euler equation, which replacég ¢iven by,

@ =14 ¢(iy/k—y — 0), 9

. 2 . .
Ct k ¢ (41 141 141
=pBE, { — - = — = — = — 1-— . 1
@ =75 t{Ct+1 (Tt+1 9 < 3 5) +¢( 3 5) 3 + ( 5)Qt+1>} (10)

The aggregate resource constraint is the same as in Modaléhteghat both investment and output
now include resources lost to capital adjustment costs.

3 CALIBRATION AND SOLUTION TECHNIQUE

The models insection 2are calibrated at a quarterly frequency and the parametergizen in
table 1 The risk-free real interest rate is set equal fgercent annually, which implies a stationary
quarterly discount factofi, equal ta).99. We set the persistence of the discount fagigrequal to
0.8 and the standard deviation of the shoek, equal t00.0025. We follow Fernandez-Villaverde
et al. (2012 who chose these parameters so that a discount factor slagck half life of about
3 quarters and an unconditional standard deviation4# percent. The Frisch elasticity of labor
supply,1/n, is set to3, which is consistent with estimateshetermar(2012. The leisure prefer-
ence parametey;, is calibrated so that steady-state labor equglf the available time. Capital’s
share of outputy, is set t00.33 and the depreciation raté, equal2.5 percent per quarter.

The capital adjustment cost parametgris set t05.6, which followsEberly (1997 andErceg
and Levin(2003. The elasticity of substitution between intermediatedm8, is set to6, which
corresponds to an average markup of price over marginalempsil to20 percent. The costly
price adjustment parametep, is calibrated td58.25, which is consistent with &€alvo (1983
price-setting specification where prices change on aveyage every four quarters.

In the policy sector, the steady-state gross inflation ratés set to1.005, which implies an
annual inflation rate target @fpercent. The steady-state ratio of government spendingtfubis
calibrated ta20 percent. In our baseline case, the coefficients on inflathmhoatput in the policy
rule are set td.5 and0.125, which is consistent witffaylor (1993.
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Figure 2: Model 1 distributions as a percentage of a 500,e0@¢@ simulation. The variables are in percent deviations
from steady state. The dashed lines are the bounds of tleesgtate. The solid lines are the theoretical unconditional
distributions of the state variables scaled for comparnigitin the distributions conditional on the ZLB.

Steady-state technology, is normalized tol. The likelihood of hitting the ZLB depends
critically on the parameters of the technology proce$safidp.). When we set these parameters
to values typically used in quantitative New Keynesian ambd®assical models, determinacy is
not guaranteed on the entire state space of our models. Antatge solution requires that
andp, are not too large for a given coefficient on the output gap éngblicy rule® Thus, we set
p. = 0.8 ando, betweenl and1.3 percent per quarter, depending on the model, which puskes th
standard deviation of, toward values that are common in the literature.

We solve the model using the policy function iteration aition described irRichter et al.
(2013, which is based on the theoretical work on monotone opesatoColeman 1991). This
solution method discretizes the state space and uses gna#ioh to solve for the updated policy
functions until the tolerance criterion is met. We use pigse linear interpolation to approximate
future variables that show up in expectations, since this@grh more accurately captures the kink
in the policy functions than continuous functions, and Gadsrmite quadrature to numerically
integrate. These techniques capture the expectatiomaite®f going to and returning to the ZLB.

The models are simulated using draws from the distributionthe discount factor and tech-

5The ZLB is equivalent to a fixed interest rate regime with a¢ated distribution on the nominal interest rate.
The solution is not determinate with an insufficient proligbof returning to an interest rate rule that aggressively
responds to inflationDavig and Leepef2007) discuss determinacy in linear models where the monetagfficent
follows a 2-state Markov proces®ichter and Throckmorto(2013 discuss determinacy in a nonlinear model and
show that determinacy imposes a clear tradeoff between¢lqeéncy and duration of ZLB events.



nology shocks. The state space is discretized to minimiz@galation of the policy functions
during the simulation. As an example, we plot the simulatistributions of the state variables
for Model 1 infigure 2and show that they are contained within the bounds of the sface. We

simulate the model for 500,000 periods to obtain an accsatgle of ZLB events.

Panel (a) shows the unconditional distributions of tecbgglthe discount factor, and the nom-
inal interest rate. The state space for technology liesiwitt8.8 percent of the steady-state value,
which is normalized to unity in our simulations. The statacof the discount factor lies between
+1.9 percent of the steady state, which is equal.9.” Over these states, the net nominal interest
rate is distributed over a range ©to 5 percent, with a large mas$X 4 percent of the simulated
guarters) betweethand25 basis points. The steady-state quarterly raefigercent.

Panel (b) shows the distribution of the discount factor awthhology conditional on the ZLB
binding. When technology is high enough and the central balidws a Taylor rule, the nominal
interest rate hits its ZLBrernandez-Villaverde et gR012) also find that high levels of technology
are associated with low interest rates. This is becausdéngls of technology are associated with
low inflation and low nominal interest rateKiley (2003 uses U.S. data to show that periods of
high labor productivity growth have been associated witatreely low inflation and agues that
this result could be caused by the Fed’s policy rule.

4 MODEL 1: STATES OF THEECONOMY, ECONOMIC DYNAMICS, AND THE ZLB

This section shows the complete nonlinear solution to Mddek a function of the two state
variables, the discount factor and technology. The mopgtaiicy rule is based omaylors (1993
original specification withp, = 1.5 and¢, = 0.125 whenr, > 1. All of the variables are given
in percent deviations from their deterministic steadyestakcept inflation, expected consumption
growth, and the (net) interest rates, which are present=vats.

Figure 3shows three-dimensional contour plots of the non-predetesd variables over the
entire state space, which provides a complete picture ahtbeel solution. The shaded areas rep-
resent the states of technology and the discount factoreanther(net) nominal interest rate equals
zero. This region illustrates that the nominal interest aatly hits the ZLB when either technology
or the discount factor are unusually high. These maps afaluscause they provide the solution
for every possible combination of the shocks, but they atsolie difficult to read. Thudigure 4
plots two-dimensional representations of two alternatiress sections of the contour plots. In
figures 3and4, the solid (black) line shows the cross section where theodist factor state is
fixed at its stationary values(; = 0.99) and the dashed (blue) line shows the cross section where
the discount factor is held constantlatwhich is the minimum value where the ZLB binds when
technology is at its steady state. flgure 4 the darker (entire) shaded region indicates where the
ZLB binds when3_; = 0.99 (3, = 1).

We begin by examining the cross section where the discoutrfés fixed at0.99. Let us
initially consider the region of the state space where thB dbes not bind. In this cross section,
the ZLB does not bind in states where technology ranges leetsvé percent below and.5 percent
above its steady state. When technology is below its stetatly, svorkers are less productive and

"These bounds are chosen so that they enconfj9a889 percent of the probability mass of the technology and
discount factor distributions and to minimize extrapalatof the policy functions in simulations of the model. We
also specify a very dense discretized state space, so thdoof the kink in the policy function is accurate. This is
particularly important since it affects the frequency andadion of ZLB events.
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firms’ per unit marginal cost of production is higher. At loavkls of technology, firms have
higher prices and lower output and labor demand. With legsub@available for consumption, the
household works more to moderate the decline in consumpfioa higher labor supply dominates
the drop in labor demand so that the equilibrium level of fFabdigher and the real wage is lower.
The household also believes technology will gradually meto its steady state and, as a result,
expects its future consumption to increase. Higher expefttire consumption is reflected in
an elevatedx-antereal interest rate. At higher levels of technology and keetitve ZLB binds,
workers are more productive and firms choose lower priceshégitter output. The household
consumes more but also desires more leisure. In this palteo$tate space, the decline in the
labor supply dominates the increase labor demand so that kedurs are lower and real wages
are higher. The natural tendency for technology to retuitststeady state means that households
expect lower consumption growth in the future and observsval real interest rate.

Next consider the states where the ZLB binds (dark shadeéaimegvhich includes technology
states that are more tharb percent above the steady state. In this case, higher tegnobntin-
ues to push down per unit production costs and firms reactgriag their prices. The additional
decline in expected inflation combined with a zero noming&trest rate forces thex-antereal
interest rate to rise. The household elects to sharply eedsconsumption and increase its labor
supply to capitalize on those increased returns. Firmsoresgo the reduction in demand by fur-
ther lowering their prices and decreasing their output abdd demand. The drop in labor demand
dominates the increase in labor supply, so that both totaishand the real wage decline. This is
an example of the Paradox of To§gertssori2010]. At the ZLB, everyone wants to work more,
but the higher real interest rate lowers demand, which cfirses to reduce employment.

Now turn to the cross section where the discount factor id behstant at (dashed line). A
higher discount factor makes the household more patienchwvkeduces demand across the entire
state space and causes the ZLB to bind at a lower technolaigy 3the ZLB (entire shaded) region
now includes all positive technology states. The main nedspshowing this cross section is to
highlight that the unconventional response of the econamg positive technology shock at the
ZLB does not depend on a high level of technology to drive tte@nemy to its ZLB. The policy
functions in this cross section display the same qualégproperties as the cross section where
B_1 = 0.99. Looking at the highest discount factor showrfigure 3(5_; = 1.008), it is clear that
the same dynamics continue to apply even when technologlas\iits steady state. Indeed, this
is the area of the state space that is often considered in Aldes. If there was an even higher
discount factor shock as modeled Bgrnandez-Villaverde et 2012, Christiano et al(2011),
andSchmitt-Grohé and Uribg012, then these same dynamics would appear.

Figure 5compares the impulse responses to a one-fipercent positive technology shock
under two cases—the baseline case (dashed line), whicti&gized at the stochastic steady state
with /3 at its deterministic steady state, and the ZLB case (sal&) Jwhere a sequence of discount
factor shocks keep constant and equal tb(i.e., the minimum value where the ZLB binds when
technology is at its steady state). The horizontal dasteddines are the stochastic steady-state
values of inflation and the (net) interest rates, which difiem the deterministic steady state due to
expectational effects of hitting the ZLB. In short, this eoiee compares the conventional responses
to a positive technology shock when the ZLB never binds togéeponses based on a counterfactual
where the ZLB always binds due to successive discount fattocks. Intuitively, the series of
discount factor shocks can be thought of as a persistenttiedun consumer confidence, an
ongoing global savings glut, or a decision by the Fed to heéddolicy rate at zero. The primary
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advantage of looking at impulse responses over the poliggtions is that they provide a clearer
guantitative sense about how economic dynamics differ viheZLB binds.

The results in the baseline case are standard and follovatihigon from the policy functions.
A persistent technology shock lowers firms’ per unit marboost of production, increases output,
and causes inflation and the nominal interest rate to falbofding to the Taylor rule, the nominal
interest rate falls more than the inflation rate, so therdss a decline in thex-antereal rate,
which increases consumption. A positive technology shatk as a positive labor productivity
shock, which decreases the equilibrium level of labor aisksreal wages.

In the ZLB case, a positive technology shock has unconveatiffects, as the policy functions
predict. At the stochastic steady state witlixed at1, the higher discount factor imposes slight
deflation. A positive technology shock leads to further digfte With the nominal interest rate
constrained at zero, thex-antereal interest rate sharply rises. In response, consumatidriabor
both fall, but the effect on consumption and output is daregdeelative to the baseline case. The
greater deflation is associated with a rise in price adjustroests. In both cases, the level of
technology returns to its steady state about 20 quartesstat initial impact of the shock.
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5 MODEL 2: STATES OF THEECONOMY AND THE ZLB

This section shows how the model solution changes whenataatumulation is added to Model
1. In Model 1, the only way for the household to smooth congionps by varying its labor sup-
ply. In Model 2, capital gives the household another margiarhooth consumption. This model
contains two state variables—the lagged capital stbck)( which is endogenous, and technology
(z0). Figure 6shows the three-dimensional contour plots of the non-peenéned variables over
the entire state space. Capturing a complete picture of tteehsolution is particularly important
in models with an endogenous state variable. In Model 1, igmdnt factor and technology states
are independent and, therefore, any one realization ofifdo®uant factor is just as likely at high
and low technology states. In Model 2, the capital and teldyyostates are not independent. At
low (high) technology states, the capital state is mostylikelow (above) its steady-state value.
The contour plots capture these endogenous dynamics and@eocomplete picture of the model
solution. In general, the patterns for consumption, irdglatand the nominal interest rate are qual-
itatively similar to Model 1. However, the household’s &fito invest means consumption is less
volatile and there are important expectational effectsdh@anot present in Model 1.

We begin by examining the behavior of the economy when the da&s not bind. Regardless
of the capital state, higher technology states are assdcvaith a lower marginal cost and lower
inflation. Firms increase their production and labor demafith more output available to divide
between consumption and investment, both variables iseréBo smooth its consumption across
time, the household reduces its labor supply and incretsiewéstment in capital. Whether higher
technology states increase or decrease the equilibriveh dévabor when the ZLB does not bind
depends on how the capital state co-moves with the techysltage.

When capital is held fixed at its steady-state value, theeas® in labor demand dominates
the decrease in labor supply, causing the equilibrium lef/&bor and the real wage rate to rise.
Alternatively, if the capital state rises with technolotiye decrease in labor supply dominates the
increase in labor demand, causing the real wage rate tontséha equilibrium level of labor to
fall. These two alternative cross sections of the contoottispre shown ifigure 6and infigure 7.
The solid (black) line shows the cross section where cajsitiaéld fixed at its steady-state value
and the dashed (blue) line shows the cross section whertakaireases along the diagonal of
the state space. ligure 7, the darker (entire) shaded region indicates the area dftttie space
where the ZLB binds in the steady-state (diagonal) crossosec

The differences between the steady-state and diagona sections are shown figure 7. In
the diagonal cross section where the capital state incseeitie the technology state, the marginal
product of capital is lower in higher technology states. nkrine household’s perspective, this
makes investment less attractive as a consumption smgotheannel. The household responds
by increasing consumption and decreasing labor supply tharein the cross section where the
capital state is held fixed at its steady-state value. THfsrdnt behavior is apparent from the
slopes of the investment, consumption, and labor policgtions. The policy function for the
rental rate of capital is also qualitatively different beem these cross sections. In the steady-state
cross section, higher levels of technology and labor rdisararginal product of capital and the
rental rate of capital due to complementarity. In the diajoross section, higher technology states
are associated with more rapid increases in the capitak stod declining labor. The negative
effects of capital and labor dominate the positive effeotsnftechnology so that the marginal
product of capital and the capital rental rate decline wihendl.B does not bind.
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Another difference between these two cross sections isghauvior of theex-antereal interest
rate. Unlike Model 1, which only has one asset, Model 2 has dsgets—capital and bonds.
Arbitrage implies that the expected rates of return on itnaest and bonds are equal. Thus, the
expected future rental rate of capital positively co-mowéh the currenex-antereal interest rate.
In the steady-state (diagonal) cross section, the realisiteate rises (falls) in higher technology
states, because the household expects technology to tetiisrsteady-state level, as they did in
Model 1. However, it is interesting that in both cross sewidheex-antereal interest rate falls
in technology states that are high, but not high enough ferabB to bind. In these states, the
household places substantially more weight on the sho@tscuse the ZLB to bind. Thus, the
unconventional dynamics that occur at the ZLB cause thedimld to expect the rental rate of
capital to fall and consumption growth to slow. Both of theffects cause the real interest rate to
fall before the ZLB is hit. In short, the household and firm&@pate the economic contraction
at the ZLB by reducing investment and employment. Thesdrdexlead to sharper reductions in
inflation, the nominal interest rate, and the real interats well before the ZLB it hit.

In the steady-state (diagonal) cross section, the ZLB hivitsn technology is more thans
(5.0) percent above steady state. The qualitative propertigsegbolicy functions when the ZLB
binds are nearly identical across all possible cross setibhe mechanism that distorts the econ-
omy is essentially the same as Model 1. As the real margirstlaantinues to decline in higher
technology states, inflation falls. With the nominal instnate pegged at zero, thg-antereal in-
terest rate risesWhen the household’s demand falls, both consumption arestnvent decrease.
Firms respond to the lower demand by further reducing thrégep and sharply cutting their labor
demand, which causes the equilibrium level of labor and¢héwage to fall. Lower consumption
and investment pushes down output, despite the high teapystate. As output falls, the house-
hold further reduces its investment to smooth consumpfibis, the paradoxes of toil and saving
both occur—despite the household wanting to work more toosinconsumption and save more to
benefit from higher real interest rates, output contractstath employment and investment fall.
These results demonstrate that Model 2 faces the same emt@nal dynamics as Model 1.

6 MODEL 3: STATES OF THEECONOMY AND THE ZLB

The rapid adjustment in capital and investment showigures 6and7 is at odds with the data and
motivates us to add capital adjustment costs to Model 2. rizive adjustment costs specification,
Model 3 contains the same state variables as Model 2—thedthgapital stock and technology.
The complete solution to the model is showrfigure 8 The curvature of the policy functions in
states where the nominal interest rate is near the ZLB iilites$ strong expectational effects.

A comparison ofigures 6and8 reveals that the behavior of consumption and the real istere
rate are noticeably different in Models 2 and 3. First, comgtion decreases with technology, but
is independent of the capital stock when the ZLB binds in M&leln Model 3, consumption
declines more if either technology or the capital stockeases. Second, the real interest rate is
(mostly) an increasing function of technology and a deeénggfsinction of capital in states when
the ZLB does not bind in Model 2. In Model 3, it is a decreasingdtion of technology and the
capital stock. These differences imply that the dynamiddadel 3 are closer to Model 1.

8Despite that fact that the rental rate of capital falls slyaap the ZLB, the household expects the rental rate to
increase since they expect technology to return to its gtetade. This is consistent with a rising real interest rate.
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Figure 10: Comparison of the real interest rate near anceaf 8 between Models 2 and 3

The presence of capital adjustment costs in Model 3 reddnsesdlatility of capital and in-
vestment across the technology state, which means theygalctions are less variable in the
alternative cross sectionkigure 9plots the same cross sections of the Model 3 solution that are
shown for Model 2 irfigure 7. In states when the nominal interest rate is far from the ZihB,
dynamics are similar to Model 1. As technology increasesidiper unit marginal cost declines,
reducing inflation and increasing labor demand. Consumgia investment both increase, the
labor supply decline, equilibrium hours fall, and the reae rises.

In technology states where the nominal interest rate is theaZLB, the dynamics of Model 3
are closer to those in Model 2 than Model 1, because of stropeatational effects. To understand
why, we need to know how dynamics change when the ZLB bindsen\dapital is fixed at its
steady-state value (solid line), the ZLB binds (dark shagggbn) in technology states that are
more than3.8 percent above its steady state. At the ZLB, agents prefeave siore as the real
interest rate rises with the technology state, but capdaistiment costs make investment less
attractive as a consumption smoothing mechanism. This sneamsumption falls further and the
real interest rate increases more at the ZLB, relative to@ll@d In the alternative cross section
(dashed line), where the capital state increases with ttentdogy state, the ZLB binds (entire
shaded region) in technology states that are more2hapercent above steady state. In this cross
section, the unconventional dynamics at the ZLB are everesiark®

Figure 10plots the real interest rate in Models 2 and 3 and zooms in eretthnology states
just before and after the ZLB binds. The presence of capipisaiment costs in Model 3 makes
investment less attractive as a consumption smoothing amesin. That causes the real interest
rate to rise faster in Model 3 when the technology state if bigough that the ZLB binds. The
household and firms expect these unconventional dynamiosdor at the ZLB. Since the dy-
namics are more dramatic in a model with capital adjustmesits¢ the expectational effects are
stronger in Model 3 than in Model 2. This result has two imanttimplications for our analysis.
First, the magnitude of the the real interest rate declimgaater in Model 3 when ZLB does not

9This cross section is less likely than in Model 2, since @pitljustment costs decrease the volatility of capital.
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ZLB Binds ZLB Spells Std. Dev. (% of mean)

Oy % of quarters Average Longest Output Inflation Nom. Int. Rate
0.125 8.417 2.21 21 0.97 0.68 0.82
0.100 6.667 2.11 20 1.01 0.64 0.80
0.075 5.941 2.06 20 1.04 0.61 0.79
0.050 5.416 2.03 20 1.08 0.59 0.78
0.025 4.993 2.01 20 1.12 0.57 0.78
0.000 4.637 1.98 20 1.16 0.55 0.77

(a) Model 1: No capital, technology and discount factor 80¢. = 1.50, p, = 0.80, 0, = 0.01191, pg = 0.80, andog = 0.0025.

0.125 2.902 1.59 10 2.45 0.61 0.53
0.100 0.113 1.42 5 2.60 0.42 0.38
0.075 0.005 1.44 3 2.81 0.34 0.33
0.050 0.000 0.00 0 3.05 0.26 0.28
0.025 0.000 0.00 0 3.34 0.19 0.25
0.000 0.000 0.00 0 3.69 0.17 0.26

(b) Model 2: Capital, only technology shocksx = 1.50, p. = 0.80, ando, = 0.01094.

Table 2: Volatility implications of a dual mandate.

bind. Second, the real interest rate in Model 3 falls at sefastte as the nominal rate approaches
the ZLB than it does in Model 2. These results demonstratethigaexpectational effects of the
ZLB are more pronounced and the model dynamics are morefisaymi when real frictions, such
as capital adjustment costs, are added to the model. Theersésof these expectational effects
is important because most medium-scale dynamic modelatbatsed for policy analysis include
several types of real frictions, in addition to the one welgtin this section.

7 THE LIKELIHOOD OF HITTING THE ZLB AND WELFARE

Some economists argue the ZLB constrains the central bahiti to achieve its employment and
output targetsBlanchard et al(2010; Coibion et al.(2012; Reifschneider and William&000;
Summerg(1991); Williams (2009]. They recommend raising the inflation target, but doing so
is harmful in a New Keynesian economy. Others, using linggraimations, have shown that
adopting a price level target can reduce the likelihood dB2lvents, even at a zero inflation target.

This section examines the likelihood of hitting the ZLB in t#ds 1 and 2 using 500,000
guarter simulations of the models. The results are nottlsticomparable across models because
they are based on different assumptions about the shodkihdyuprovide a qualitative indication
for how the frequency and duration of ZLB events differ. Owinmresult is that policymakers can
reduce the likelihood of hitting the ZLB by de-emphasizihg tlual mandate. This is accomplished
by either lowering the weight on the output ga X or raising the weight on inflationy().

Table 2shows the effect of reducing the weight on output while hajdhe weight on inflation
constant aty, = 1.5. We begin with the originalaylor (1993 specification,¢, = 0.125, and
reduce this coefficient by increments @025. In Model 1, the ZLB binds ir8.4 percent of the
quarters in our simulation whef), = 0.125. This value monotonically falls with, and equald.6
percent whenp, = 0. The longest ZLB event is fairly stable; whey = 0.125, is it 21 quarters
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ZLB Binds ZLB Spells Std. Dev. (% of mean)

O % of quarters Average Longest Output Inflation Nom. Int. Rate
1.500 8.417 2.21 21 0.97 0.68 0.82
1.750 3.763 1.91 20 1.08 0.50 0.74
2.000 2.811 1.82 16 1.16 0.42 0.71
2.250 2.287 1.78 16 1.22 0.37 0.69
2.500 1.941 1.74 16 1.26 0.32 0.67
3.000 1.533 1.69 15 1.34 0.26 0.64

(a) Model 1: No capital, technology and discount factor &80¢, = 0.125, p, = 0.80, 0, = 0.01191, pg = 0.80, andog = 0.0025.

1.500 2.902 1.59 10 2.45 0.61 0.53
1.750 0.006 1.65 3 2.62 0.36 0.33
2.000 0.000 2.00 2 2.73 0.29 0.27
2.250 0.000 2.00 2 2.81 0.25 0.22
2.500 0.000 1.00 1 2.87 0.21 0.20
3.000 0.001 1.67 2 2.95 0.17 0.16

(b) Model 2: Capital, only technology shocks, = 0.125, p. = 0.80, ando, = 0.01094.

Table 3: Volatility implications of alternative weights d¢ime inflation gap.

and whenp, < 0.1 itis 20 quarters. Technology shocks create a tradeoff betweerothglity of
output and inflation. We find that reducing the weight on thgpougap raises output volatility by
about20 percent, but reduces inflation volatility B9 percent.

In Model 2, capital accumulation makes the nominal interast less volatile and reduces
the likelihood of hitting the ZLB, which is only about percent in the baseline calibration even
though the standard deviation of the technology shock istehd percent per quarter. Once again,
reducing the weight on the output gap reduces the likeliraiatlB events. If the weight is at or
below0.05, the ZLB never binds in our simulation. The longest episadb@ZLB is10 quarters,
half the length in Model 1. Reducing the weight frani 25 to 0 raises the standard deviation of
output by51 percent and reduces the standard deviation of inflation butai2 percent.

Table 3reports the results when we fix, = 0.125 and change the weight on the inflation
gap. The longest and average ZLB events are more sensitigsitgy the weight on inflation than
to lowering the weight on the output gap. In Model 1, the piolity of hitting the ZLB is 8.4
percent wherp,, = 1.5 but only 1.5 percent wherb, = 3. The longest event falls frol to 15
quarters. Also, raising the weight on the inflation gap mibe volatility of output by38 percent
and reduces inflation variability 2 percent. In Model 2, increasing the weight on inflation from
1.5t0 3.0 raises output volatility by abo@t percent and reduces the standard deviation of inflation
by 72 percent. Overall, the average ZLB event is longer in Modélahtin Model 2.

Finally, we show how welfare changes as the dual mandate-ergasized. Following
Schmitt-Grohé and Urib€2007), the welfare cost associated with any policy is the fracid
consumption goods a household must give up under policy & tadifferent between policies 1
and 2. Specifically, we solve for a value bthat satisfies

W(ci,ni) = W((1 = Ney,ny),
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&y M (%) Ao (%) On M (%) Ao (%)

0.125 0.0000 0.0000 1.50 0.0000 0.0000
0.100 —0.0116 —0.0537 1.75 —0.0400 —0.0668
0.075 —0.0183 —0.0727 2.00 —0.0545 —0.0809
0.050 —0.0242 —0.0867 2.25 —0.0622 —0.0885
0.025 —0.0295 —0.0942 2.50 —0.0664 —0.0931
0.000 —0.0344 —0.0895 3.00 —0.0701 —0.0979

Table 4: Welfare implications of a dual mandate. The supscepresents the model number. The welfare measure
represents the percentage of consumption goods that mdstdmme in the baseline parameterization (given in the

first row) to equate utility with the alternative parametation. Thus a negative (positive) number is a welfare gain

(loss). Calculations are based on an average(f) simulations, each,500 quarters long.

wherelV (¢f,nf) = Ey 31 Bu(cl, nt) is lifetime utility under policy/. That value of\ is

1-p

1—p7
In table 4 we show the welfare gains from de-emphasizing the dual atan€olumns 1-3 display
the results when we hold, = 1.5 and decrease the weight @r) to 0 by 0.025 increments.
The measure);(%), represents the percentage of consumption goods that mdistgone in the
baseline parameterization (first row) to equate utilitylie tlternative parameterization. Thus,
a negative (positive) number is a welfare gain (loss) undeameterizatiory. Calculations are
based on an average bf)00 Monte Carlo simulations, each500 quarters long.

The first column lists the value af, and the next two columns show the results for Model 1
and Model 2. For Model 1, the highest welfare is achieved wihweight on the output gap. For
Model 2, with the inflation parameter fixed B, the highest utility is achieved when we reduced
the weight by a factor o3, from 0.125 to 0.025. Columns 4-6 also de-emphasize the dual mandate
by increasing the weight on inflation by increment)df5 while fixing the weight on output at
0.125. In every case, a larger weight on inflation leads to high#ityut These results are not
surprising because the key distortion in this model is th@inal price rigidity. Any policy that
reduces this distortion raises welfare.

A= 1—exp { (W (2 n2) — w@,ng))} |

8 CONCLUSION

This paper calculates global nonlinear solutions to stahNaew Keynesian models with and with-
out capital to study how the ZLB affects economic dynamid¢shals become well-known in the
literature that the various short cuts for dealing with tlsedntinuity in the monetary policy rule do
not accurately capture expectational effects and can teadhtcurate conclusions about determi-
nacy and dynamics. More specifically, we provide the sofutaw all combinations of technology
and discount factor shocks and a thorough explanation ofdyvamics change across the state
space. This work makes a compelling argument that it is itapbto accurately capture expecta-
tions and provides additional evidence about how thesekshaftect dynamics.

Our analysis focuses on technology shocks since they ars@riant source of aggregate fluc-
tuations in many dynamic models. The key result in our moddlsat a positive technology shock
generates lower inflation, consumption, and labor when thildnds. While expectational effects
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are present in the model without capital, capital adds a&ratbnsumption smoothing mechanism,
which strengthens the expectational effects of the ZLB amghicts dynamics even before the ZLB
binds. Capital adjustment costs reduce the degree of cgigamsmoothing, which increases the
contraction at the ZLB and further strengthens expectatieffiects.

Given these unconventional dynamics, we also revisit padisues. We show that policymak-
ers can reduce the frequency and duration of ZLB events lBntighasizing the dual mandate and
confirm that doing so increases welfare. Despite the larfygwe of work on the ZLB, many im-
portant questions remain. For example, do the medium- @-fan benefits of returning to normal
policy outweigh the short-run costs of a higher nominalresérate? What are the benefits of for-
ward guidance and quantitative easing in a dynamic modebtt@unts for expectational effects,
and how do these policies change the effects of technologgksf? Answering these questions
and others will require careful treatment of expectatiam$ia the subject of ongoing research.
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