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ABSTRACT

This article presents global solutions to standard New Keynesian models with a zero lower
bound (ZLB) constraint on the nominal interest rate. Ratherthan focus on specific sequences
of shocks, we provide the solution for all combinations of technology and discount factor
shocks and a thorough explanation of how dynamics change across the state space. Our so-
lution method emphasizes accuracy to capture important expectational effects of going to and
returning from the ZLB, which commonly used solution methods based on specific sequences
of shocks cannot capture. We focus on the New Keynesian modelwithout capital, but we also
study the model with capital, with and without capital adjustment costs. Capital adds another
mechanism for intertemporal substitution, which strengthens the expectational effects of the
ZLB and impacts dynamics even before the ZLB is hit. We also evaluate how monetary policy
affects the likelihood of hitting the ZLB. A policy rule based on a dual mandate is more likely
to cause ZLB events when the central bank places greater emphasis on output stabilization.
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Figure 1: U.S. and Japanese interbank lending rates (left panel) and employment-to-population percentages (right
panel). Sources: Federal Reserve Board of Governors, Bank of Japan, U.S. Bureau of Labor Statistics, and OECD.

1 INTRODUCTION

In the aftermath of the financial crisis, aggregate demand fell sharply. The Fed quickly responded
by lowering its policy rate to its zero lower bound (ZLB) by the end of 2008. Five years after the
crisis began, the Fed’s target interest rate remains near zero and the economy is below potential.

Figure 1shows the U.S. and Japanese interbank lending rate and employment-to-population
percentage from 1995-2012. The U.S. policy rate (solid line) has varied between6.5 percent and
0 since 1995 and has been held below25 basis points since the end of 2008. During this period,
the inflation rate has been at or below the Fed’s inflation target, which led policymakers to shift
their focus from inflation to the real economy. The Bank of Japan sharply lowered its policy rate
in 1990 (dashed line), reaching50 basis points in 1995. Since then it has remained between0 and
50 basis points, while the employment-to-population percentage steadily fell from62 percent to
about57.5 percent. The Japanese economy slightly rebounded in the mid-2000s, but following the
financial crisis, the policy rate was cut and the employment-to-population percentage fell further.

Over the last two decades, the Japanese economy has endured anemic economic growth and
slight deflation. Their experience generated a significant amount of research on the effects of
the Bank of Japan’s zero interest rate policy [Braun and Waki(2006); Eggertsson and Woodford
(2003); Hoshi and Kashyap(2000); Krugman(1998); Posen(1998)]. Many arguments for avoiding
the ZLB are motivated, in part, by the recent Japanese experience.

A practical criticism is that a low nominal interest rate target may be misinterpreted by house-
holds. Bullard (2010) notes that attempting to stimulate the economy by promising to keep the
interest rate at zero may backfire as inflation expectations may fall rather than rise.Del Negro
et al. (2012) argue that recent promises to remain at the ZLB for an extended period have been
interpreted as a signal that the central bank believes the economic outlook has worsened. These ar-
guments suggest that people’s expectations significantly affect the policy outcome.Schmitt-Grohé
and Uribe(2012) show that when a central bank follows a Taylor rule, the consequences of hitting
the ZLB may include moving to an undesirable low output/low inflation equilibrium.

Any ZLB analysis is complicated by the occasionally bindingconstraint on the monetary policy
rule, which imposes a discontinuity in the policy functions. The literature has employed a variety

1



GAVIN ET AL .: GLOBAL DYNAMICS AT THE ZERO LOWER BOUND

of techniques to address this problem. Many studies log-linearize the equilibrium system, except
the monetary policy rule, and solve either the deterministic model or the stochastic model based on
specific sequences of shocks [Christiano et al.(2011); Eggertsson and Woodford(2003); Gertler
and Karadi(2011)]. In these setups, the duration of the ZLB event is predetermined. Extensions of
this work allow for stochastic ZLB events, but do not allow for recurring ZLB events [Braun and
Waki (2006); Erceg and Linde(2010)]. Braun and Körber(2011) solve the nonlinear model, but
use an extended shooting algorithm that still requires strong assumptions about future shocks.

There are three main drawbacks with these solution techniques. First, they violate theLucas
(1976) critique, which says that if policy changes, it is important to account for changes in expec-
tations when studying the effects of the new policy. The sequences of shocks often used are very
low probability events. Thus, when the ZLB is hit or continues to bind for several periods, the pol-
icy is virtually unaccounted for in the household’s expectations. This has important implications
for determinacy and dynamics [Richter and Throckmorton(2013)]. Second, using log-linearized
models creates the potential for large approximation errors. Braun et al.(2012) andFernández-
Villaverde et al.(2012) provide explicit examples of the mistakes resulting from log-linearized
models evaluated at the ZLB. Moreover,Braun et al.(2012) argue that log-linearized models often
lead to incorrect inferences about existence of equilibrium, uniqueness, and local dynamics. Third,
these methods prohibit Monte Carlo simulations of the model, which are necessary to study the
conditional and unconditional probability distributionsacross alternative model specifications.

Our paper avoids these problems by solving for the global nonlinear solution to standard New
Keynesian models that include an occasionally binding ZLB constraint on the nominal interest rate
in the monetary policy rule.1 Rather than focus on specific sequences of shocks, we providethe
solution for all combinations of technology and discount factor shocks and a thorough explanation
of how dynamics change across the entire state space. Our solution method emphasizes accuracy to
capture important expectational effects of going to and returning from the ZLB, which commonly
used solution methods based on specific sequences of shocks cannot capture.

In the variations of the New Keynesian model that we consider, we find that episodes at the
ZLB are contractionary.2 In the entire region of the state space where the ZLB binds, positive tech-
nology shocks, which would normally aid the recovery, have contractionary effects, which sharply
contrasts with the findings ofBraun and Körber(2011). At the ZLB, higher levels of technology
increase the real interest rate, lower employment, and weaken aggregate demand, regardless of
whether technology or discount factor shocks drive the nominal interest rate to zero. While no one
believes interest rates fell to zero in December 2008 due to aseries of positive technology shocks,
our main interest is to learn how the economy reacts to technology shocks when the ZLB binds.

Much of the work on the ZLB uses models without capital.3 We focus on the New Keynesian

1Recent papers that study the ZLB using global nonlinear solutions includeAruoba and Schorfheide(2013); Basu
and Bundick(2012); Fernández-Villaverde et al.(2012); Gust et al.(2012); Mertens and Ravn(2013); Wolman(2005).
The paper closest to ours isFernández-Villaverde et al.(2012), which calculates the conditional and unconditional
moments of ZLB events.Wolman(2005) shows that the real effects of the ZLB depend on the policy rule and nominal
rigidities. Gust et al.(2012) estimates the extent to which the ZLB constrained the central bank’s ability to stabilize the
economy.Aruoba and Schorfheide(2013) andMertens and Ravn(2013) show how the ZLB affects fiscal multipliers
andBasu and Bundick(2012) show that the ZLB magnifies the effect of uncertainty on aggregate demand.

2There are some caveats to this conclusion. First, we have notexplicitly modeled the Fed’s unconventional policies,
which seem to have kept deflation at bay. Second,Wieland(2012) uses structural VAR evidence to argue that these
unconventionaldynamics did not occur following the 2011 earthquake/tsunami in Japan or the recent oil supply shocks.

3A notable exception isChristiano(2004), which generalizesEggertsson and Woodford(2003) to include capital.
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model without capital, but we also study the model with capital, with and without capital adjust-
ment costs. Capital accumulation is a key feature because itgives households another margin to
smooth consumption, which strengthens the expectational effects of the ZLB and impacts dynam-
ics. Arbitrage implies that the real interest rate equals the expected future rental rate of capital.
The sharp decline in demand when the ZLB binds leads to a sharpreduction in the rental rate of
capital. Thus, the household places increasing weight on a lower rental rate as the ZLB nears,
which leads to a sharp decline in the real interest rate even in states where the ZLB does not bind.
Models that do not account for the expectational effects of the ZLB miss these dynamics. Capital
adjustment costs make investment less attractive as a consumption smoothing mechanism, which
causes a greater reduction in consumption and a larger increase in the real interest at the ZLB.
Therefore, the presence of capital adjustment costs enhances the expectational effects of the ZLB,
which alters dynamics in technology states that are even further from the ZLB.

We also evaluate how monetary policy affects the likelihoodof encountering the ZLB. A policy
rule based on a dual mandate is more likely to cause ZLB eventswhen the central bank places
greater emphasis on output stabilization. The policies that reduce the likelihood of hitting the ZLB
also tend to deliver higher welfare.4 The presence of capital increases the volatility of consumption
and the nominal interest rate, decreasing the frequency of ZLB events for a given policy.

Section 2briefly describes the alternative models.Section 3describes the calibration and
solution procedure, andsections 4through7 present the results. These sections report the complete
model solutions across all technology and discount factor shocks, the dynamics at the ZLB, the
likelihood of hitting the ZLB, and the welfare consequencesof ZLB events.Section 8concludes.

2 ECONOMIC MODELS

This section presents three alternative models. The baseline specification is a New Keynesian
model withRotemberg(1982) price adjustment costs. Model 1 assumes stochastic processes for
the discount factor and technology but does not include capital. Models 2 and 3 incorporate capital
accumulation into Model 1, and Model 3 also includes investment adjustment costs.

2.1 MODEL 1: BASELINE A representative household chooses sequences{ct, nt, bt}
∞

t=0 to max-
imize expected lifetime utility, given by,

E0

∞
∑

t=0

β̃t

{

log ct − χ
n1+η
t

1 + η

}

, (1)

where1/η is the Frisch elasticity of labor supply,ct is consumption of the final good,nt is labor
hours,β̃0 ≡ 1, andβ̃t =

∏t
i=1 βi for t > 0. βi is a time-varying subjective discount factor that

evolves according to
βi = β(βi−1/β)

ρβ exp(εβ,i),

whereβ is the stationary discount factor,0 ≤ ρβ < 1, andεβ,i ∼ N(0, σ2
β). We normalizeβ−1 = β.

The representative household’s choices are constrained by

ct + bt + τt = wtnt + rt−1bt−1/πt + dt,

4Several papers discuss optimal policy with a ZLB constraintand provide analysis of the welfare losses at the ZLB
[Adam and Billi(2006, 2007); Eggertsson and Woodford(2003); Jung et al.(2005); Nakov(2008); Werning(2012)].
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whereπt = pt/pt−1 is the gross inflation rate,wt is the real wage,τt is a lump-sum tax,bt is a one-
period real bond,rt is the gross nominal interest rate, anddt are profits from intermediate firms.
Solving the household’s utility maximization problem yields the following optimality conditions

wt = χnη
t ct, (2)

1 = rtEt{βt+1(ct/ct+1)/πt+1}. (3)

The production sector consists of monopolistically competitive intermediate goods firms who
produce a continuum of differentiated inputs and a representative final goods firm. Each firm
i ∈ [0, 1] in the intermediate goods sector produces a differentiatedgood,yt(i), with identical
technologies given byyt(i) = ztnt(i), wherent(i) is the level of employment used by firmi. zt
represents the level of technology, which is common across firms and follows

zt = z̄(zt−1/z̄)
ρz exp(εz,t),

where z̄ is steady-state technology,0 ≤ ρz < 1, andεz,t ∼ N(0, σ2
z). Each intermediate firm

chooses its labor supply to minimize its operating costs,wtnt(i), subject to its production function.
Using aDixit and Stiglitz(1977) aggregator, the representative final goods firm purchasesyt(i)

units from each intermediate goods firm to produce the final good,yt ≡ [
∫ 1

0
yt(i)

(θ−1)/θdi]θ/(θ−1),
whereθ > 1 measures the elasticity of substitution between the intermediate goods. Maximizing
profits for a given level of output yields the demand functionfor intermediate inputs given by
yt(i) = (pt(i)/pt)

−θyt, wherept = [
∫ 1

0
pt(i)

1−θdi]1/(1−θ) is the price of the final good. Following
Rotemberg(1982), each firm faces a cost to adjusting its price, which emphasizes the potentially
negative effect that price changes can have on customer-firmrelationships. Using the functional
form in Ireland(1997), real profits of firmi are

dt(i) =

[

(

pt(i)

pt

)1−θ

−Ψt

(

pt(i)

pt

)

−θ

−
ϕ

2

(

pt(i)

π̄pt−1(i)
− 1

)2
]

yt,

whereϕ ≥ 0 determines the magnitude of the adjustment cost,Ψt is real marginal costs, and
π̄ is the steady-state gross inflation rate. Each intermediategoods firm chooses its price level,
pt(i), to maximize the expected discounted present value of real profitsEt

∑

∞

k=t λt,kdk(i), where
λt,t ≡ 1, λt,t+1 = βt+1(ct/ct+1)

σ is the stochastic pricing kernel between periodst andt + 1, and
λt,k ≡

∏k
j=t+1 λj−1,j. In a symmetric equilibrium, all intermediate goods firms make the same

decisions and the optimality condition becomes

ϕ
(πt

π̄
− 1
) πt

π̄
= (1− θ) + θΨt + ϕEt

[

λt,t+1

(πt+1

π̄
− 1
) πt+1

π̄

yt+1

yt

]

. (4)

In the absence of price adjustment costs (i.e.ϕ = 0), the real marginal cost of producing a unit of
output equals(θ − 1)/θ, which is the inverse of the firm’s markup of price over marginal cost.

Each period, the fiscal authority finances a constant level ofdiscretionary spending,̄g, by
levying lump-sum taxes. The monetary authority sets policyaccording to

rt = max{1, r̄(πt/π
∗)φπ(yt/ȳ)

φy},

4
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whereπ∗ is the inflation rate target andφπ andφy are the policy responses to inflation and output.5

In this paper, the output gap is defined as the deviation of output from its steady state. We
use this measure because we believe policymakers, in the short-to-medium term, assume potential
output grows at a relatively constant rate. Potential output measures are revised in the long run
following incoming information about shocks, but the revisions occur well after the temporary
economic effects from sticky prices have dissipated. In ourmodel, a positive technology shock
causes output to rise relative to its steady state and inflation to fall. For our baseline calibration,
the lower inflation dominates the higher output leading to a lower nominal interest rate.

Alternatively, the output gap can be defined as the difference between actual output and the
level of output in the absence of nominal frictions. Under this definition of the output gap, a
positive technology shock would result in a negative outputgap because price frictions would
prevent actual output from rising as much as it would in the flexible price economy. Thus, the
downward pressure on the nominal interest rate coming from low inflation would be reinforced by
the additional downward pressure coming from a negative output gap.

The resource constraint is given byct+ ḡ = [1−ϕ(πt/π̄−1)2/2]yt = ỹt, whereỹt includes the
value added by intermediate firms, which is their output minus quadratic price adjustment costs.
Equilibrium is composed of the household’s and firm’s optimality conditions, the government’s
budget constraint, the bond market clearing condition (bt = 0), and the resource constraint.

2.2 MODEL 2: BASELINE WITH CAPITAL Models 2 adds capital accumulation to Model 1, but
assumes a constant discount factor. Assuming,βt = β for all t, the household chooses sequences
{ct, kt, it, nt, bt}

∞

t=0 to maximize (1) subject to

ct + it + bt + τt = wtnt + rkt kt−1 + rt−1bt−1/πt + dt, (5)

kt = (1− δ)kt−1 + it, (6)

whereit is investment,kt is the capital stock, andrkt is the real capital rental rate. The representative
household’s optimality conditions include (2), (3), and the consumption Euler equation, given by,

1 = βEt{(ct/ct+1)(r
k
t+1 + 1− δ)}. (7)

Each firmi ∈ [0, 1] in the intermediate goods sector produces a differentiatedgood,yt(i), with
identical technologies given byyt(i) = ztkt−1(i)

αnt(i)
1−α, wherekt(i) andnt(i) are the levels

of capital and employment used by firmi. Every intermediate firm then chooses its capital and
labor inputs to minimize its operating costs,rkt kt−1(i)+wtnt(i), subject to its production function.
The firm pricing equation, (4), remains unchanged, except that the definition of the marginal cost
changes. The aggregate resource constraint is now given byct + it + ḡ = ỹt.

2.3 MODEL 3: MODEL 2 WITH CAPITAL ADJUSTMENT COSTS Model 3 adds capital adjust-
ment costs to Model 2. FollowingKing and Wolman(1996), the budget constraint becomes

ct + it + Φ(ii/kt−1)kt−1 + bt + τt = wtnt + rkt kt−1 + rt−1bt−1/πt + dt, (8)

5Although we set the lower bound on the policy rate equal to zero, these same unconventional dynamics would
occur if the bound was set to a small but positive value. The key is the existence of a lower bound, which prevents the
Fed from responding to inflation. This is important because the Fed has not targeted a policy rate equal to zero.
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Constant of Relative Risk Aversion σ 1 Inflation Target π∗ 1.005
Frisch Elasticity of Labor Supply 1/η 3 Inflation Coefficient: MP Rule φπ 1.50
Elasticity of Substitution between Goods θ 6 Output Coefficient: MP Rule φy 0.125
Steady State Government Spending Share ḡ/ȳ 0.2 Stationary Technology z̄ 1
Rotemberg Adjustment Cost Coefficient ϕ 58.25 Technology Persistence ρz 0.80
Leisure Preference Parameter χ 4.507 Technology Shock Standard Deviation σz 0.012
Capital Depreciation Rate δ 0.025 Stationary Discount Factor β 0.99
Cost Share of Capital α 0.33 Discount Factor Persistence ρβ 0.80
Capital Adjustment Cost φ 5.6 Discount Factor Standard Deviation σβ 0.0025

Table 1: Baseline calibration

whereΦ(·) is a positive, increasing, and convex function that measures the cost of adjusting the
capital stock. We assumeΦ(x) = φ(x − δ)2/2, whereφ measures the size of the adjustment
cost. There are alternative specifications of adjustment costs used in the literature. We chose this
specification because it does not add another state variableto our model, which allows us to present
the entire model solution and easily compare the results from Model 3 to those from Model 2.

Once again, assumingβt = β for all t, the household chooses sequences{ct, kt, it, nt, bt}
∞

t=0

to maximize (1) subject to (8) and (6). Optimality yields an equation for Tobin’sq and a new
consumption Euler equation, which replaces (7), given by,

qt = 1 + φ(it/kt−1 − δ), (9)

qt = βEt

{

ct
ct+1

(

rkt+1 −
φ

2

(

it+1

kt
− δ

)2

+ φ

(

it+1

kt
− δ

)

it+1

kt
+ (1− δ)qt+1

)}

. (10)

The aggregate resource constraint is the same as in Model 2, except that both investment and output
now include resources lost to capital adjustment costs.

3 CALIBRATION AND SOLUTION TECHNIQUE

The models insection 2are calibrated at a quarterly frequency and the parameters are given in
table 1. The risk-free real interest rate is set equal to4 percent annually, which implies a stationary
quarterly discount factor,β, equal to0.99. We set the persistence of the discount factor,ρβ, equal to
0.8 and the standard deviation of the shock,σβ , equal to0.0025. We follow Fernández-Villaverde
et al. (2012) who chose these parameters so that a discount factor shock has a half life of about
3 quarters and an unconditional standard deviation of0.42 percent. The Frisch elasticity of labor
supply,1/η, is set to3, which is consistent with estimates inPeterman(2012). The leisure prefer-
ence parameter,χ, is calibrated so that steady-state labor equals1/3 of the available time. Capital’s
share of output,α, is set to0.33 and the depreciation rate,δ, equals2.5 percent per quarter.

The capital adjustment cost parameter,φ, is set to5.6, which followsEberly(1997) andErceg
and Levin(2003). The elasticity of substitution between intermediate goods,θ, is set to6, which
corresponds to an average markup of price over marginal costequal to20 percent. The costly
price adjustment parameter,ϕ, is calibrated to58.25, which is consistent with aCalvo (1983)
price-setting specification where prices change on averageonce every four quarters.

In the policy sector, the steady-state gross inflation rate,π̄, is set to1.005, which implies an
annual inflation rate target of2 percent. The steady-state ratio of government spending to output is
calibrated to20 percent. In our baseline case, the coefficients on inflation and output in the policy
rule are set to1.5 and0.125, which is consistent withTaylor (1993).

6
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Figure 2: Model 1 distributions as a percentage of a 500,000 period simulation. The variables are in percent deviations
from steady state. The dashed lines are the bounds of the state space. The solid lines are the theoretical unconditional
distributions of the state variables scaled for comparisonwith the distributions conditional on the ZLB.

Steady-state technology,̄z, is normalized to1. The likelihood of hitting the ZLB depends
critically on the parameters of the technology process (σ2

z andρz). When we set these parameters
to values typically used in quantitative New Keynesian and Neoclassical models, determinacy is
not guaranteed on the entire state space of our models. A determinate solution requires thatσ2

z

andρz are not too large for a given coefficient on the output gap in the policy rule.6 Thus, we set
ρz = 0.8 andσz between1 and1.3 percent per quarter, depending on the model, which pushes the
standard deviation ofzt toward values that are common in the literature.

We solve the model using the policy function iteration algorithm described inRichter et al.
(2013), which is based on the theoretical work on monotone operators in Coleman (1991). This
solution method discretizes the state space and uses time iteration to solve for the updated policy
functions until the tolerance criterion is met. We use piecewise linear interpolation to approximate
future variables that show up in expectations, since this approach more accurately captures the kink
in the policy functions than continuous functions, and Gauss-Hermite quadrature to numerically
integrate. These techniques capture the expectational effects of going to and returning to the ZLB.

The models are simulated using draws from the distributionsfor the discount factor and tech-

6The ZLB is equivalent to a fixed interest rate regime with a truncated distribution on the nominal interest rate.
The solution is not determinate with an insufficient probability of returning to an interest rate rule that aggressively
responds to inflation.Davig and Leeper(2007) discuss determinacy in linear models where the monetary coefficient
follows a 2-state Markov process.Richter and Throckmorton(2013) discuss determinacy in a nonlinear model and
show that determinacy imposes a clear tradeoff between the frequency and duration of ZLB events.
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nology shocks. The state space is discretized to minimize extrapolation of the policy functions
during the simulation. As an example, we plot the simulated distributions of the state variables
for Model 1 infigure 2and show that they are contained within the bounds of the state space. We
simulate the model for 500,000 periods to obtain an accuratesample of ZLB events.

Panel (a) shows the unconditional distributions of technology, the discount factor, and the nom-
inal interest rate. The state space for technology lies within ±8.8 percent of the steady-state value,
which is normalized to unity in our simulations. The state space of the discount factor lies between
±1.9 percent of the steady state, which is equal to0.99.7 Over these states, the net nominal interest
rate is distributed over a range of0 to 5 percent, with a large mass (12.4 percent of the simulated
quarters) between0 and25 basis points. The steady-state quarterly rate is1.5 percent.

Panel (b) shows the distribution of the discount factor and technology conditional on the ZLB
binding. When technology is high enough and the central bankfollows a Taylor rule, the nominal
interest rate hits its ZLB.Fernández-Villaverde et al.(2012) also find that high levels of technology
are associated with low interest rates. This is because highlevels of technology are associated with
low inflation and low nominal interest rates.Kiley (2003) uses U.S. data to show that periods of
high labor productivity growth have been associated with relatively low inflation and agues that
this result could be caused by the Fed’s policy rule.

4 MODEL 1: STATES OF THEECONOMY, ECONOMIC DYNAMICS , AND THE ZLB

This section shows the complete nonlinear solution to Model1 as a function of the two state
variables, the discount factor and technology. The monetary policy rule is based onTaylor’s (1993)
original specification withφπ = 1.5 andφy = 0.125 whenrt > 1. All of the variables are given
in percent deviations from their deterministic steady state, except inflation, expected consumption
growth, and the (net) interest rates, which are presented inlevels.

Figure 3shows three-dimensional contour plots of the non-predetermined variables over the
entire state space, which provides a complete picture of themodel solution. The shaded areas rep-
resent the states of technology and the discount factor where the (net) nominal interest rate equals
zero. This region illustrates that the nominal interest rate only hits the ZLB when either technology
or the discount factor are unusually high. These maps are useful because they provide the solution
for every possible combination of the shocks, but they also can be difficult to read. Thus,figure 4
plots two-dimensional representations of two alternativecross sections of the contour plots. In
figures 3and4, the solid (black) line shows the cross section where the discount factor state is
fixed at its stationary value (β−1 = 0.99) and the dashed (blue) line shows the cross section where
the discount factor is held constant at1, which is the minimum value where the ZLB binds when
technology is at its steady state. Infigure 4, the darker (entire) shaded region indicates where the
ZLB binds whenβ−1 = 0.99 (β−1 = 1).

We begin by examining the cross section where the discount factor is fixed at0.99. Let us
initially consider the region of the state space where the ZLB does not bind. In this cross section,
the ZLB does not bind in states where technology ranges between8.8 percent below and3.5 percent
above its steady state. When technology is below its steady state, workers are less productive and

7These bounds are chosen so that they encompass99.999 percent of the probability mass of the technology and
discount factor distributions and to minimize extrapolation of the policy functions in simulations of the model. We
also specify a very dense discretized state space, so the location of the kink in the policy function is accurate. This is
particularly important since it affects the frequency and duration of ZLB events.
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Figure 3: Model 1 non-predetermined variables as a functionof technology and the discount factor states. All variables
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whenβ−1 = 0.99 (β−1 = 1).

10



GAVIN ET AL .: GLOBAL DYNAMICS AT THE ZERO LOWER BOUND

firms’ per unit marginal cost of production is higher. At low levels of technology, firms have
higher prices and lower output and labor demand. With less output available for consumption, the
household works more to moderate the decline in consumption. The higher labor supply dominates
the drop in labor demand so that the equilibrium level of labor is higher and the real wage is lower.
The household also believes technology will gradually return to its steady state and, as a result,
expects its future consumption to increase. Higher expected future consumption is reflected in
an elevatedex-antereal interest rate. At higher levels of technology and before the ZLB binds,
workers are more productive and firms choose lower prices andhigher output. The household
consumes more but also desires more leisure. In this part of the state space, the decline in the
labor supply dominates the increase labor demand so that labor hours are lower and real wages
are higher. The natural tendency for technology to return toits steady state means that households
expect lower consumption growth in the future and observe a lower real interest rate.

Next consider the states where the ZLB binds (dark shaded region), which includes technology
states that are more than3.5 percent above the steady state. In this case, higher technology contin-
ues to push down per unit production costs and firms react by lowering their prices. The additional
decline in expected inflation combined with a zero nominal interest rate forces theex-antereal
interest rate to rise. The household elects to sharply reduce its consumption and increase its labor
supply to capitalize on those increased returns. Firms respond to the reduction in demand by fur-
ther lowering their prices and decreasing their output and labor demand. The drop in labor demand
dominates the increase in labor supply, so that both total hours and the real wage decline. This is
an example of the Paradox of Toil [Eggertsson(2010)]. At the ZLB, everyone wants to work more,
but the higher real interest rate lowers demand, which causes firms to reduce employment.

Now turn to the cross section where the discount factor is held constant at1 (dashed line). A
higher discount factor makes the household more patient, which reduces demand across the entire
state space and causes the ZLB to bind at a lower technology state. The ZLB (entire shaded) region
now includes all positive technology states. The main reason for showing this cross section is to
highlight that the unconventional response of the economy to a positive technology shock at the
ZLB does not depend on a high level of technology to drive the economy to its ZLB. The policy
functions in this cross section display the same qualitative properties as the cross section where
β−1 = 0.99. Looking at the highest discount factor shown infigure 3(β−1 = 1.008), it is clear that
the same dynamics continue to apply even when technology is below its steady state. Indeed, this
is the area of the state space that is often considered in ZLB studies. If there was an even higher
discount factor shock as modeled byFernández-Villaverde et al.(2012), Christiano et al.(2011),
andSchmitt-Grohé and Uribe(2012), then these same dynamics would appear.

Figure 5compares the impulse responses to a one-time1 percent positive technology shock
under two cases—the baseline case (dashed line), which is initialized at the stochastic steady state
with β at its deterministic steady state, and the ZLB case (solid line), where a sequence of discount
factor shocks keepβ constant and equal to1 (i.e., the minimum value where the ZLB binds when
technology is at its steady state). The horizontal dash-dotted lines are the stochastic steady-state
values of inflation and the (net) interest rates, which differ from the deterministic steady state due to
expectational effects of hitting the ZLB. In short, this exercise compares the conventional responses
to a positive technology shock when the ZLB never binds to theresponses based on a counterfactual
where the ZLB always binds due to successive discount factorshocks. Intuitively, the series of
discount factor shocks can be thought of as a persistent reduction in consumer confidence, an
ongoing global savings glut, or a decision by the Fed to hold the policy rate at zero. The primary
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Figure 5: Model 1 impulse responses to a one-time1 percent positive technology shock in period one. The baseline
case (dashed line), where the ZLB does not bind, is initialized at the stochastic steady state with a discount factor equal
to 0.99. In the ZLB case (solid line), the discount factor is constant and equal to one, so the ZLB always binds. The
horizontal dash-dotted lines are the stochastic steady values of inflation and the (net) interest rates. The other variables
are given in percent deviations from their respective stochastic steady state values.

advantage of looking at impulse responses over the policy functions is that they provide a clearer
quantitative sense about how economic dynamics differ whenthe ZLB binds.

The results in the baseline case are standard and follow the intuition from the policy functions.
A persistent technology shock lowers firms’ per unit marginal cost of production, increases output,
and causes inflation and the nominal interest rate to fall. According to the Taylor rule, the nominal
interest rate falls more than the inflation rate, so there is also a decline in theex-antereal rate,
which increases consumption. A positive technology shock acts as a positive labor productivity
shock, which decreases the equilibrium level of labor and raises real wages.

In the ZLB case, a positive technology shock has unconventional effects, as the policy functions
predict. At the stochastic steady state withβ fixed at1, the higher discount factor imposes slight
deflation. A positive technology shock leads to further deflation. With the nominal interest rate
constrained at zero, theex-antereal interest rate sharply rises. In response, consumptionand labor
both fall, but the effect on consumption and output is dampened relative to the baseline case. The
greater deflation is associated with a rise in price adjustment costs. In both cases, the level of
technology returns to its steady state about 20 quarters after the initial impact of the shock.
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5 MODEL 2: STATES OF THEECONOMY AND THE ZLB

This section shows how the model solution changes when capital accumulation is added to Model
1. In Model 1, the only way for the household to smooth consumption is by varying its labor sup-
ply. In Model 2, capital gives the household another margin to smooth consumption. This model
contains two state variables—the lagged capital stock (k−1), which is endogenous, and technology
(z0). Figure 6shows the three-dimensional contour plots of the non-predetermined variables over
the entire state space. Capturing a complete picture of the model solution is particularly important
in models with an endogenous state variable. In Model 1, the discount factor and technology states
are independent and, therefore, any one realization of the discount factor is just as likely at high
and low technology states. In Model 2, the capital and technology states are not independent. At
low (high) technology states, the capital state is most likely below (above) its steady-state value.
The contour plots capture these endogenous dynamics and provide a complete picture of the model
solution. In general, the patterns for consumption, inflation, and the nominal interest rate are qual-
itatively similar to Model 1. However, the household’s ability to invest means consumption is less
volatile and there are important expectational effects that are not present in Model 1.

We begin by examining the behavior of the economy when the ZLBdoes not bind. Regardless
of the capital state, higher technology states are associated with a lower marginal cost and lower
inflation. Firms increase their production and labor demand. With more output available to divide
between consumption and investment, both variables increase. To smooth its consumption across
time, the household reduces its labor supply and increases its investment in capital. Whether higher
technology states increase or decrease the equilibrium level of labor when the ZLB does not bind
depends on how the capital state co-moves with the technology state.

When capital is held fixed at its steady-state value, the increase in labor demand dominates
the decrease in labor supply, causing the equilibrium levelof labor and the real wage rate to rise.
Alternatively, if the capital state rises with technology,the decrease in labor supply dominates the
increase in labor demand, causing the real wage rate to rise and the equilibrium level of labor to
fall. These two alternative cross sections of the contour plots are shown infigure 6and infigure 7.
The solid (black) line shows the cross section where capitalis held fixed at its steady-state value
and the dashed (blue) line shows the cross section where capital increases along the diagonal of
the state space. Infigure 7, the darker (entire) shaded region indicates the area of thestate space
where the ZLB binds in the steady-state (diagonal) cross section.

The differences between the steady-state and diagonal cross sections are shown infigure 7. In
the diagonal cross section where the capital state increases with the technology state, the marginal
product of capital is lower in higher technology states. From the household’s perspective, this
makes investment less attractive as a consumption smoothing channel. The household responds
by increasing consumption and decreasing labor supply morethan in the cross section where the
capital state is held fixed at its steady-state value. This different behavior is apparent from the
slopes of the investment, consumption, and labor policy functions. The policy function for the
rental rate of capital is also qualitatively different between these cross sections. In the steady-state
cross section, higher levels of technology and labor raise the marginal product of capital and the
rental rate of capital due to complementarity. In the diagonal cross section, higher technology states
are associated with more rapid increases in the capital stock and declining labor. The negative
effects of capital and labor dominate the positive effects from technology so that the marginal
product of capital and the capital rental rate decline when the ZLB does not bind.
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Figure 6: Model 2 non-predetermined variables as a functionof capital and the technology states. The solid line
indicates the cross section of the state space with capital in steady state, and the dashed line indicates the diagonal cross
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Another difference between these two cross sections is the behavior of theex-antereal interest
rate. Unlike Model 1, which only has one asset, Model 2 has twoassets—capital and bonds.
Arbitrage implies that the expected rates of return on investment and bonds are equal. Thus, the
expected future rental rate of capital positively co-moveswith the currentex-antereal interest rate.
In the steady-state (diagonal) cross section, the real interest rate rises (falls) in higher technology
states, because the household expects technology to returnto its steady-state level, as they did in
Model 1. However, it is interesting that in both cross sections, theex-antereal interest rate falls
in technology states that are high, but not high enough for the ZLB to bind. In these states, the
household places substantially more weight on the shocks that cause the ZLB to bind. Thus, the
unconventional dynamics that occur at the ZLB cause the household to expect the rental rate of
capital to fall and consumption growth to slow. Both of theseeffects cause the real interest rate to
fall before the ZLB is hit. In short, the household and firms anticipate the economic contraction
at the ZLB by reducing investment and employment. These declines lead to sharper reductions in
inflation, the nominal interest rate, and the real interest rate well before the ZLB it hit.

In the steady-state (diagonal) cross section, the ZLB bindswhen technology is more than2.5
(5.0) percent above steady state. The qualitative properties ofthe policy functions when the ZLB
binds are nearly identical across all possible cross sections. The mechanism that distorts the econ-
omy is essentially the same as Model 1. As the real marginal cost continues to decline in higher
technology states, inflation falls. With the nominal interest rate pegged at zero, theex-antereal in-
terest rate rises.8 When the household’s demand falls, both consumption and investment decrease.
Firms respond to the lower demand by further reducing their prices and sharply cutting their labor
demand, which causes the equilibrium level of labor and the real wage to fall. Lower consumption
and investment pushes down output, despite the high technology state. As output falls, the house-
hold further reduces its investment to smooth consumption.Thus, the paradoxes of toil and saving
both occur—despite the household wanting to work more to smooth consumption and save more to
benefit from higher real interest rates, output contracts and both employment and investment fall.
These results demonstrate that Model 2 faces the same unconventional dynamics as Model 1.

6 MODEL 3: STATES OF THEECONOMY AND THE ZLB

The rapid adjustment in capital and investment shown infigures 6and7 is at odds with the data and
motivates us to add capital adjustment costs to Model 2. Given our adjustment costs specification,
Model 3 contains the same state variables as Model 2—the lagged capital stock and technology.
The complete solution to the model is shown infigure 8. The curvature of the policy functions in
states where the nominal interest rate is near the ZLB illustrates strong expectational effects.

A comparison offigures 6and8 reveals that the behavior of consumption and the real interest
rate are noticeably different in Models 2 and 3. First, consumption decreases with technology, but
is independent of the capital stock when the ZLB binds in Model 2. In Model 3, consumption
declines more if either technology or the capital stock increases. Second, the real interest rate is
(mostly) an increasing function of technology and a decreasing function of capital in states when
the ZLB does not bind in Model 2. In Model 3, it is a decreasing function of technology and the
capital stock. These differences imply that the dynamics inModel 3 are closer to Model 1.

8Despite that fact that the rental rate of capital falls sharply at the ZLB, the household expects the rental rate to
increase since they expect technology to return to its steady state. This is consistent with a rising real interest rate.
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Figure 8: Model 3 non-predetermined variables as a functionof capital and the technology states. The solid line
indicates the cross section of the state space with capital in steady state, and the dashed line indicates the diagonal cross
section where capital positively co-moves with technologyin the state space. All variables are in percent deviations
from their deterministic steady state, except inflation, the expected rental rate, and the (net) interest rates, which are in
levels. The shaded region indicates where the ZLB binds.
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Figure 9: Model 3 non-predetermined variables as a functionof technology. The solid line indicates the cross section
of the state space with capital in steady state, and the dashed line indicates the diagonal cross section where capital
positively co-moves with technology in the state space. Allvariables are in percent deviations from their deterministic
steady state, except inflation, the expected rental rate, and the (net) interest rates, which are in levels. The dark (entire)
shaded region indicates where the ZLB binds whenk−1 = k̄ (k−1 = kdiag).
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Figure 10: Comparison of the real interest rate near and at the ZLB between Models 2 and 3

The presence of capital adjustment costs in Model 3 reduces the volatility of capital and in-
vestment across the technology state, which means the policy functions are less variable in the
alternative cross sections.Figure 9plots the same cross sections of the Model 3 solution that are
shown for Model 2 infigure 7. In states when the nominal interest rate is far from the ZLB,the
dynamics are similar to Model 1. As technology increases, firms’ per unit marginal cost declines,
reducing inflation and increasing labor demand. Consumption and investment both increase, the
labor supply decline, equilibrium hours fall, and the real wage rises.

In technology states where the nominal interest rate is nearthe ZLB, the dynamics of Model 3
are closer to those in Model 2 than Model 1, because of strong expectational effects. To understand
why, we need to know how dynamics change when the ZLB binds. When capital is fixed at its
steady-state value (solid line), the ZLB binds (dark shadedregion) in technology states that are
more than3.8 percent above its steady state. At the ZLB, agents prefer to save more as the real
interest rate rises with the technology state, but capital adjustment costs make investment less
attractive as a consumption smoothing mechanism. This means consumption falls further and the
real interest rate increases more at the ZLB, relative to Model 2. In the alternative cross section
(dashed line), where the capital state increases with the technology state, the ZLB binds (entire
shaded region) in technology states that are more than2.1 percent above steady state. In this cross
section, the unconventional dynamics at the ZLB are even more stark.9

Figure 10plots the real interest rate in Models 2 and 3 and zooms in on the technology states
just before and after the ZLB binds. The presence of capital adjustment costs in Model 3 makes
investment less attractive as a consumption smoothing mechanism. That causes the real interest
rate to rise faster in Model 3 when the technology state is high enough that the ZLB binds. The
household and firms expect these unconventional dynamics tooccur at the ZLB. Since the dy-
namics are more dramatic in a model with capital adjustment costs, the expectational effects are
stronger in Model 3 than in Model 2. This result has two important implications for our analysis.
First, the magnitude of the the real interest rate decline isgreater in Model 3 when ZLB does not

9This cross section is less likely than in Model 2, since capital adjustment costs decrease the volatility of capital.
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ZLB Binds ZLB Spells Std. Dev. (% of mean)
φy % of quarters Average Longest Output Inflation Nom. Int. Rate

0.125 8.417 2.21 21 0.97 0.68 0.82

0.100 6.667 2.11 20 1.01 0.64 0.80

0.075 5.941 2.06 20 1.04 0.61 0.79

0.050 5.416 2.03 20 1.08 0.59 0.78

0.025 4.993 2.01 20 1.12 0.57 0.78

0.000 4.637 1.98 20 1.16 0.55 0.77

(a) Model 1: No capital, technology and discount factor shocks.φπ = 1.50, ρz = 0.80, σz = 0.01191, ρβ = 0.80, andσβ = 0.0025.

0.125 2.902 1.59 10 2.45 0.61 0.53

0.100 0.113 1.42 5 2.60 0.42 0.38

0.075 0.005 1.44 3 2.81 0.34 0.33

0.050 0.000 0.00 0 3.05 0.26 0.28

0.025 0.000 0.00 0 3.34 0.19 0.25

0.000 0.000 0.00 0 3.69 0.17 0.26

(b) Model 2: Capital, only technology shocks.φπ = 1.50, ρz = 0.80, andσz = 0.01094.

Table 2: Volatility implications of a dual mandate.

bind. Second, the real interest rate in Model 3 falls at a faster rate as the nominal rate approaches
the ZLB than it does in Model 2. These results demonstrate that the expectational effects of the
ZLB are more pronounced and the model dynamics are more significant when real frictions, such
as capital adjustment costs, are added to the model. The existence of these expectational effects
is important because most medium-scale dynamic models thatare used for policy analysis include
several types of real frictions, in addition to the one we study in this section.

7 THE L IKELIHOOD OF HITTING THE ZLB AND WELFARE

Some economists argue the ZLB constrains the central bank’sability to achieve its employment and
output targets [Blanchard et al.(2010); Coibion et al.(2012); Reifschneider and Williams(2000);
Summers(1991); Williams (2009)]. They recommend raising the inflation target, but doing so
is harmful in a New Keynesian economy. Others, using linear approximations, have shown that
adopting a price level target can reduce the likelihood of ZLB events, even at a zero inflation target.

This section examines the likelihood of hitting the ZLB in Models 1 and 2 using 500,000
quarter simulations of the models. The results are not strictly comparable across models because
they are based on different assumptions about the shocks, but they provide a qualitative indication
for how the frequency and duration of ZLB events differ. Our main result is that policymakers can
reduce the likelihood of hitting the ZLB by de-emphasizing the dual mandate. This is accomplished
by either lowering the weight on the output gap (φy) or raising the weight on inflation (φπ).

Table 2shows the effect of reducing the weight on output while holding the weight on inflation
constant atφπ = 1.5. We begin with the originalTaylor (1993) specification,φy = 0.125, and
reduce this coefficient by increments of0.025. In Model 1, the ZLB binds in8.4 percent of the
quarters in our simulation whenφy = 0.125. This value monotonically falls withφy and equals4.6
percent whenφy = 0. The longest ZLB event is fairly stable; whenφy = 0.125, is it 21 quarters
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ZLB Binds ZLB Spells Std. Dev. (% of mean)
φπ % of quarters Average Longest Output Inflation Nom. Int. Rate

1.500 8.417 2.21 21 0.97 0.68 0.82

1.750 3.763 1.91 20 1.08 0.50 0.74

2.000 2.811 1.82 16 1.16 0.42 0.71

2.250 2.287 1.78 16 1.22 0.37 0.69

2.500 1.941 1.74 16 1.26 0.32 0.67

3.000 1.533 1.69 15 1.34 0.26 0.64

(a) Model 1: No capital, technology and discount factor shocks.φy = 0.125, ρz = 0.80, σz = 0.01191, ρβ = 0.80, andσβ = 0.0025.

1.500 2.902 1.59 10 2.45 0.61 0.53

1.750 0.006 1.65 3 2.62 0.36 0.33

2.000 0.000 2.00 2 2.73 0.29 0.27

2.250 0.000 2.00 2 2.81 0.25 0.22

2.500 0.000 1.00 1 2.87 0.21 0.20

3.000 0.001 1.67 2 2.95 0.17 0.16

(b) Model 2: Capital, only technology shocks.φy = 0.125, ρz = 0.80, andσz = 0.01094.

Table 3: Volatility implications of alternative weights onthe inflation gap.

and whenφy ≤ 0.1 it is 20 quarters. Technology shocks create a tradeoff between the volatility of
output and inflation. We find that reducing the weight on the output gap raises output volatility by
about20 percent, but reduces inflation volatility by19 percent.

In Model 2, capital accumulation makes the nominal interestrate less volatile and reduces
the likelihood of hitting the ZLB, which is only about3 percent in the baseline calibration even
though the standard deviation of the technology shock is about 1.1 percent per quarter. Once again,
reducing the weight on the output gap reduces the likelihoodof ZLB events. If the weight is at or
below0.05, the ZLB never binds in our simulation. The longest episode at the ZLB is10 quarters,
half the length in Model 1. Reducing the weight from0.125 to 0 raises the standard deviation of
output by51 percent and reduces the standard deviation of inflation by about72 percent.

Table 3reports the results when we fixφy = 0.125 and change the weight on the inflation
gap. The longest and average ZLB events are more sensitive torasing the weight on inflation than
to lowering the weight on the output gap. In Model 1, the probability of hitting the ZLB is 8.4
percent whenφπ = 1.5 but only1.5 percent whenφπ = 3. The longest event falls from21 to 15
quarters. Also, raising the weight on the inflation gap raises the volatility of output by38 percent
and reduces inflation variability by62 percent. In Model 2, increasing the weight on inflation from
1.5 to 3.0 raises output volatility by about20 percent and reduces the standard deviation of inflation
by 72 percent. Overall, the average ZLB event is longer in Model 1 than in Model 2.

Finally, we show how welfare changes as the dual mandate is de-emphasized. Following
Schmitt-Grohé and Uribe(2007), the welfare cost associated with any policy is the fraction of
consumption goods a household must give up under policy 1 to be indifferent between policies 1
and 2. Specifically, we solve for a value ofλ that satisfies

W (c2t , n
2
t ) = W ((1− λ)c1t , n

1
t ),
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φy λ̄1(%) λ̄2(%) φπ λ̄1(%) λ̄2(%)

0.125 0.0000 0.0000 1.50 0.0000 0.0000
0.100 −0.0116 −0.0537 1.75 −0.0400 −0.0668
0.075 −0.0183 −0.0727 2.00 −0.0545 −0.0809
0.050 −0.0242 −0.0867 2.25 −0.0622 −0.0885
0.025 −0.0295 −0.0942 2.50 −0.0664 −0.0931
0.000 −0.0344 −0.0895 3.00 −0.0701 −0.0979

Table 4: Welfare implications of a dual mandate. The subscript represents the model number. The welfare measure
represents the percentage of consumption goods that must beforgone in the baseline parameterization (given in the
first row) to equate utility with the alternative parameterization. Thus a negative (positive) number is a welfare gain
(loss). Calculations are based on an average of1,000 simulations, each2,500 quarters long.

whereW (cℓt, n
ℓ
t) ≡ E0

∑T−1
t=0 βtu(cℓt, n

ℓ
t) is lifetime utility under policyℓ. That value ofλ is

λ = 1− exp

{

1− β

1− βT

(

W (c2t , n
2
t )−W (c1t , n

1
t )
)

}

.

In table 4, we show the welfare gains from de-emphasizing the dual mandate. Columns 1-3 display
the results when we holdφπ = 1.5 and decrease the weight onφy to 0 by 0.025 increments.
The measure,̄λj(%), represents the percentage of consumption goods that must be forgone in the
baseline parameterization (first row) to equate utility to the alternative parameterization. Thus,
a negative (positive) number is a welfare gain (loss) under parameterizationj. Calculations are
based on an average of1,000 Monte Carlo simulations, each2,500 quarters long.

The first column lists the value ofφy and the next two columns show the results for Model 1
and Model 2. For Model 1, the highest welfare is achieved withno weight on the output gap. For
Model 2, with the inflation parameter fixed at1.5, the highest utility is achieved when we reduced
the weight by a factor of5, from 0.125 to 0.025. Columns 4-6 also de-emphasize the dual mandate
by increasing the weight on inflation by increments of0.25 while fixing the weight on output at
0.125. In every case, a larger weight on inflation leads to higher utility. These results are not
surprising because the key distortion in this model is the nominal price rigidity. Any policy that
reduces this distortion raises welfare.

8 CONCLUSION

This paper calculates global nonlinear solutions to standard New Keynesian models with and with-
out capital to study how the ZLB affects economic dynamics. It has become well-known in the
literature that the various short cuts for dealing with the discontinuity in the monetary policy rule do
not accurately capture expectational effects and can lead to inaccurate conclusions about determi-
nacy and dynamics. More specifically, we provide the solution for all combinations of technology
and discount factor shocks and a thorough explanation of howdynamics change across the state
space. This work makes a compelling argument that it is important to accurately capture expecta-
tions and provides additional evidence about how these shocks affect dynamics.

Our analysis focuses on technology shocks since they are an important source of aggregate fluc-
tuations in many dynamic models. The key result in our modelsis that a positive technology shock
generates lower inflation, consumption, and labor when the ZLB binds. While expectational effects
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are present in the model without capital, capital adds another consumption smoothing mechanism,
which strengthens the expectational effects of the ZLB and impacts dynamics even before the ZLB
binds. Capital adjustment costs reduce the degree of consumption smoothing, which increases the
contraction at the ZLB and further strengthens expectational effects.

Given these unconventional dynamics, we also revisit policy issues. We show that policymak-
ers can reduce the frequency and duration of ZLB events by de-emphasizing the dual mandate and
confirm that doing so increases welfare. Despite the large volume of work on the ZLB, many im-
portant questions remain. For example, do the medium- to long-run benefits of returning to normal
policy outweigh the short-run costs of a higher nominal interest rate? What are the benefits of for-
ward guidance and quantitative easing in a dynamic model that accounts for expectational effects,
and how do these policies change the effects of technology shocks? Answering these questions
and others will require careful treatment of expectations and is the subject of ongoing research.
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BRAUN, R. A. AND L. M. K ÖRBER (2011): “New Keynesian Dynamics in a Low Interest Rate
Environment,”Journal of Economic Dynamics and Control, 35, 2213–2227.
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